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Reframing Crisis Management
Christine M. Pearson and Judith A. Clair

Source: Academy of Management Review, 23(1) (1998): 59-76.

empirical studies on the topic of large-scale organizational crises (e.g.,

Lagadec, 1990, 1993; Mitroff, Pauchant & Shrivastava, 1988; Pearson &
Mitroff, 1993; Perrow, 1984; Roberts, 1990; Schwartz, 1987; Shrivastava, 1993;
Weick, 1988). Understandably, as with many new areas of research, these studies
lack adequate integration with one another (Shrivastava, 1993). The cross-
disciplinary nature of organizational crises particularly has contributed to this lack
of integration (Shrivastava, 1993). Specifically, organizational crises inherently are
phenomena for which psychological, social-political, and technological-structural
issues act as important forces in their creation and management (Pauchant &
Douville, 1994). Because the study of organizational crises involves multiple
disciplines, researchers believe that crises must be studied and managed using
a systems approach (Bowonder & Linstone, 1987; Pauchant & Mitroff, 1992).
In other words, researchers believe that psychological, social-political, and
technological-structural issues should be explicitly considered and integrated
when studying and managing organizational crises.

Some scholars, in their studies, explicitly embrace a multidisciplinary approach
(e.g., Fink, Beak, & Taddeo, 1971; Mitroff et al., 1988; Shrivastava, Mitroff,
Miller, & Miglani, 1988; Staw, Sandelands, & Dutton, 1981). Many others, how-
ever, analyze the causes, consequences, and management of organizational crises
from a single disciplinary frame (Shrivastava, 1993). The result is a “Tower of
Babel” effect, where “there are many different disciplinary voices, talking in dif-
ferent languages to different issues and audiences” (Shrivastava, 1993: 33) about
the same topic: organizational crises. We assert that this lack of integration has
kept research on organizational crises at the periphery of management theory.

To take a needed step toward a multidisciplinary approach to the study of or-
ganizational crises (Lagadec, 1993; Pauchant & Douville, 1994; Roberts, 1993;
Shrivastava, 1993), we illustrate, in this article, alternative views on organiza-
tional crises when psychological, social-political, and technological-structural
research perspectives are brought to bear. Our discussion of these perspectives
is not meant to be a catalog of all research within each domain; rather, using
perspectives from these domains, we build definitions of “organizational crisis” and
“crisis management,” and we develop a comprehensive model of the crisis man-
agement process that reflects psychological, social-political, and technological-
structural assumptions.

By fusing and expanding on contributions from these three perspectives, our
framework offers opportunities for modeling, testing, and integrating lessons
relevant to crisis management. For those involved in crisis management research, we

D uring the past dozen years, many scholars have conducted conceptual and



2 challenges of crisis management

offer a conceptual framework that strives for comprehensiveness, as well as a
series of propositions grounded in multiple perspectives on organizational crises.
For those most interested in practice, we believe that our framework captures a
systemic, “big picture” approach that would be useful in championing, planning,
and implementing crisis management efforts.

We have organized the article as follows. First, we review definitions of organ-
izational crisis and crisis management implied from organizational and manage-
ment theory research. We then discuss research grounded in psychological,
social-political, and technological-structural perspectives as relevant to the topic
of organizational crisis management. Next, we use the assumptions guiding
these three perspectives to propose definitions of organizational crisis and crisis
management and to develop a multiple perspective model of the crisis manage-
ment process, as well as research propositions. Finally, we discuss implications
for practice and opportunities for future research.

Definitions of Organizational Crisis and Crisis Management
from a Management Theory Perspective

As an introduction to the nature of organizational crises, we provide, in Table 1,
examples of the variety of types of crises that can impact organizations. This
array of types suggests the breadth of organizational vulnerabilities. Although
the types of crises in Table 1 seem to differ substantially, like all organizational
crises, they share a number of common elements.

Table 1: An array of organizational crises

e Extortion e Bribery

e Hostile takeover ¢ Information sabotage

e Product tampering ¢ Workplace bombing

e \Vehicular fatality e Terrorist attack

e Copyright infringement e Plant explosion

e Environmental spill e Sexual harassment

e Computer tampering e Escape of hazardous

e Security breach materials

e Executive kidnaping * Personnel assault

e Product/service boycott e Assault of customers

e Work-related homicide * Product recall

e Malicious rumor e Counterfeiting

e Natural disaster that disrupts a major e Natural disaster that destroys corporate
product or service headquarters

e Natural disaster that destroys e Natural disaster that eliminates key
organizational information base stakeholders

Specifically, organizational crises are believed (1) to be highly ambiguous
situations where causes and effects are unknown (Dutton, 1986; Quarantelli, 1988);
(2) to have a low probability of occurring but, nevertheless, pose a major threat to
the survival of an organization (Jackson & Dutton, 1987; Shrivastava et al., 1988)
and to organizational stakeholders (Shrivastava, 1987); (3) to offer little time to
respond (Quarantelli, 1988); (4) to sometimes surprise organizational members
(Hermann, 1963); and (5) to present a dilemma in need of decision or judgment that
will result in change for better or worse (Aguilera, 1990; Slaikeu, 1990). We can
consolidate these elements into a definition of an “organizational crisis” as viewed
from the perspective of management research to date.
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An organizational crisis is a low-probability, bigh-impact event that threatens the
viability of the organization and is characterized by ambiguity of cause, effect, and
means of resolution, as well as by a belief that decisions must be made swiftly.

We turn now to the definition of crisis management found in the manage-
ment literature. As asserted by Gephart (1984), some researchers advocate a
perspective that crises can be recurrent and nonpreventable (e.g., Perrow, 1984),
whereas others focus on identifying ways to manage or avert organizational
crises (e.g., Meyers, 1986; Pauchant & Mitroft, 1992; Pearson & Mitroff, 1993;
Roberts, 1989). Given the depth and breadth of losses that typically accompany
organizational crises, it is unrealistic to define as effective only those efforts that
pull an organization unscathed through such events. Conversely, simply surviv-
ing a crisis may not be a sufficiently stringent criterion for success. Between these
two extremes, we suggest the following criteria for effective crisis management.
Crisis management efforts are effective when operations are sustained or resumed
(i.e., the organization is able to maintain or regain the momentum of core activities
necessary for transforming input to output at levels that satisfy the needs of key
customers), organizational and external stakeholder losses are minimized, and
learning occurs so that lessons are transferred to future incidents.

Although researchers have suggested criteria for judging crisis management
effectiveness (Mitroff & Pearson, 1993), differentiating effective from ineffective
crisis management has been more difficult in practice. The now infamous Exxon
Valdez incident provides a case in point. Some financial analysts could claim that
Exxon’s efforts were successful in that the financial costs incurred were manageable
for Exxon (Nulty, 1990) and that the costs of fixing the crisis were less than what
might have been spent in crisis management preparations (such as investing in
double-hulled vessels throughout the fleet, conducting ongoing fitness evaluations
for those in command, and endorsing and underwriting extensive preparations for
containment of incidents within Prince William Sound). But, from the perspec-
tive of many who study organizational crises, Exxon failed: warning signals were
ignored; plans and preparations for such an event were substandard, and public
statements made by Exxon’s CEO Rawl riled stakeholders. Media coverage
indicated Exxon’s general unwillingness to learn from the crisis, as might other-
wise have been demonstrated by changes in attitudes or behaviors (Browne, 1989;
Deutsch, 1989; Fortune, 1989; Goodpaster & Delehunt, 1989; Susskind & Field,
1996). Thus, the Exxon case contains elements of success and failure.

As a counterpoint to Exxon’s handling of the Valdez incident, Johnson &
Johnson’s management of Tylenol tampering events were highly successful,
reinforcing the company’s reputation for integrity and trustworthiness (Mitroff,
Pearson, & Harrigan, 1996). But, given the imperfection of human systems, some
plans or procedures during the management of the incidents failed. A perpetrator,
for example, was never identified.

We will discuss further the complexities of judging crisis management success
and failure in practice when we describe our model. Now, using the research cited
above, we offer the following definitions of “crisis management” and “crisis manage-
ment effectiveness” that are currently suggested in the organizational literature.

Organizational crisis management is a systematic attempt by organizational
members with external stakebolders to avert crises or to effectively manage those
that do occur:
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Organizational crisis management effectiveness is evidenced when potential crises
are averted or when key stakeholders believe that the success outcomes of short- and
long-range impacts of crises outweigh the failure outcomes.

These definitions can be improved by explicitly capturing perspectives on crises
in the literature from other disciplines. Below, we summarize components derived
from these perspectives, as well as use them to propose a more complete definition
of organizational crisis and crisis management.

Psychological, Social-Political, and Technological-Structural
Perspectives on Crisis

Organizational crisis researchers already have incorporated some facets of the
psychological, social-political, and technological-structural perspectives. However,
these perspectives typically have not been considered jointly. Further, there is a
lack of common, explicit agreement about the nature and meaning of crisis even
within each of these three disciplinary perspectives. The following discussion,
therefore, represents our contribution toward a synthesis and interpretation of
the various literature regarding its applicability to the topic of organizational
crisis. We have made difficult choices about which perspectives within the various
disciplines to pursue, concentrating our analysis on perspectives that are most
relevant to the management literature. Some of these perspectives have not been
considered by crisis management researchers and, therefore, represent an addi-
tional contribution to the field.

"To make our analysis more systematic and to facilitate our cross-comparisons
between and among the three perspectives discussed below, we apply the “4Cs”
framing proposed by Shrivastava (1993). This frame suggests that crisis studies
can focus on four key aspects of crises: “causes,” “consequences,” “caution,” and
“coping.” Causes “include the immediate failures that triggered the crisis, and the
antecedent conditions that allowed failures to occur” (Shrivastava, 1993: 30).
Consequences are the immediate and long-term impacts. Caution includes the meas-
ures taken to prevent or minimize the impact of a potential crisis. Finally, coping
comprises measures taken to respond to a crisis that has already occurred. Through
the 4Cs frame, we highlight the similarities and differences among these views,
and we integrate them into the assumptions of our crisis management model.

Psychological Views on Crisis

[TThe crisis cannot be separated from the viewpoint of the one who is
undergoing it. (Habermas, 1975: 58)

In the crisis management literature, authors typically have adopted cognitive
theories and, to some extent, psychoanalytic theory to explain and predict indi-
vidual forces involved in the creation of an organizational crisis (e.g., Schwartz,
1987; Weick, 1988). Little attention has been paid to the individual experiences of
an organizational crisis once it unfolds. In addition to reviewing perspectives on
individuals’ roles in creating a crisis, we explore an area of psychological research
on “trauma,” which seeks to understand how the individual experiences a crisis. We
present cognitive studies first.
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Cognitive approaches to the study of an organizational crisis typically are based
on three core assumptions. The first assumption is that crises present “wicked
problems” (Stubbart, 1987): they are highly uncertain, complex, and emotional
events that can play multiple parties’ interests against one another. The second
assumption is that people are limited in their information-processing capabilities
during a crisis. Finally, the third assumption is that crises arise or spiral out of
control because executives, managers, or operators have responded irrationally
and enacted errors of bias and other shortcomings in their information process-
ing and decision making.

There is a relatively long history of research on crisis management having
a cognitive perspective. Smart and Vertinsky (1977) identify five crisis-specific
pathologies exhibited in an organization, many of which had cognitive bases.
Nystrom and Starbuck (1984) note that organizational failures are actually un-
necessary; to avoid a crisis, in their view, leaders must reorient their cognitive
schemes. Halpern (1989) illustrates a series of cognitive biases that could create
errors in decision making, eventually leading to catastrophe. Weick (1988, 1989)
discusses the role of individual sense making and mental models in the creation
of a crisis and illustrates that “action that is instrumental to understanding the
crisis often intensifies the crisis” (1989: 305). That is, commitment, cognitive cap-
ability, and expectations adversely can affect crisis sense making and the severity of
a crisis. In each of these examples, organization-based solutions to an individual’s
cognitive limitations are proposed. For example, Stubbart (1987) proposes eight
such methods, and Smart and Vertinsky (1977) provide over fifty preventative
measures. Their underlying assumption is that cognitive limitations are inherent
in individuals and that organization-based solutions constitute the primary method
for overcoming or minimizing these limitations.

Management scholars have examined psychoanalytic bases for organizational
crises less frequently. A recurring premise of those who subscribe to psychoanalytic
bases is that mental health and the unconscious play an important role in the
creation of an organizational crisis. For example, Schwartz (1987) examines
the psychoanalytic roots of the Challenger explosion, asserting how unconscious
elements contributed to the disaster. Pauchant and Mitroff (1992) discuss how
personality disorders, mental health, and defense mechanisms of individuals
contribute to the creation of organizational crises. According to their research,
individuals in “crisis-prone organizations,” compared to “crisis-prepared” organ-
izations, are seven times as likely to use defense mechanisms, such as denial,
disavowal, fixation, grandiosity, and projection.

Although scholars have considered cognitive and psychoanalytic perspectives
in the management literature, they have paid scant attention to individual victim’s
psychological experiences of trauma. In the case of an organizational crisis, any
individuals who believe that they have been traumatized by the unfortunate event
may be “victims.” Victims may be employees who have personally incurred physical
or psychological injury from the organizational crisis, and they may also be an
employee’s boss, co-workers, subordinates, or others who are linked, firsthand,
to the victim through the organization. They may be affected by the employee’s
loss or the loss of the employee. We discuss the victim’s perspective next.

Scholars who study trauma not only assume that a trauma experience of a
victim can be triggered by an objective event (e.g., Baum, Fleming, & Singer, 1983;
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Bulman & Wortman, 1977; Horowitz, 1983; Lehman, Wortman, & Williams, 1987),
but also that subjective appraisal plays a role in an individual’s response to external
stressors (e.g., Lazarus & Alfert, 1964; Lazarus, Speisman, Mordkoff, & Davison,
1962; Speisman, Lazarus, Davison, & Mordkoff, 1964). In addition to bodily
harm, the experience of a traumatic event can cause a psychological breakdown,
which results because the victim’s conceptual system (through which personal ex-
pectations about the world have been created) and the victim’s self-identity have
been undermined (Bowlby, 1969; Epstein, 1980; Janoff-Bulman, 1992; Morris,
1975; Parks, 1971). Janoff-Bulman and Freize (1983), for example, identify three
assumptions adhered to by most people that are often undermined in a crisis. First,
a crisis challenges the victim’s belief that “bad things can’t happen to me.” Second, a
crisis erodes the assumption that “doing the right thing” will yield good things.
Finally, when a crisis occurs, victims lose their sense of worth and control, seeing
themselves instead as weak, helpless, and needy. The result of these “shattered
assumptions” is the need for psychic reorganization and the reconstruction of
one’s personal assumptive world (Janoff-Bulman, 1992).

The trauma perspective of crisis has a number of implications for the study of
organizational crises and crisis management. It suggests that leaders or employees
of an organization may adhere to basic assumptions about the world and them-
selves that make them unlikely to anticipate an organizational crisis (Pauchant &
Mitroff, 1992). This perspective also underscores the fact that an organizational
crisis may spur employee disillusionment and the need for psychic reorganization.
As a result, victims may not only collectively question their personal assumptions
about themselves and the world but also question cultural assumptions, structural
relationships, and role definitions within the organization (i.e., triggering po-
tentially turbulent social-political dynamics, as we discuss in the next section).
Therapeutic, social, emotional, or other forms of support may be needed to assist
employees in rebuilding their individual and organizational assumptions and to
bolster a personal sense of safety against threat (Janoff-Bulman & Freize, 1983),
whether the individuals impacted by the event were firsthand victims or those
affected less directly. Organization-level impact will occur if many employees per-
sonally experience trauma or if leaders experience disillusionment, confusion, or
helplessness during crisis.

In summary, the psychological view of crisis, including cognitive, psychoanalytic,
and trauma perspectives, suggests that individuals play an important role in organ-
izational crises. The causes of an organizational crisis can be behaviors, ineffectual
orientations, or other cognitive limitations of an individual employee or group(s)
of employees (including leaders) in interaction with organizational structures or
technologies. The consequences of a crisis can be “victimization” of employees
who are physically or psychologically harmed by an incident, the shattering of
employees’ basic assumptions about themselves or the organization, or the cre-
ation of a belief that one’s personal system is threatened (Taylor, 1983). Caution
may be possible by recognizing the fundamental vulnerability and repercussion
of victimization. Finally, coping behaviors involve cognitive readjustment to
assumptive, behavioral, and emotional responses through organizational sup-
port systems.
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Social-Political Views on Crisis

A disaster or a cultural collapse takes place because of some inaccuracy or
inadequacy in the accepted norms and beliefs.... [T]here is an accumulation
of a number of events that are at odds with the picture of the world and its
hazards.... (Turner, 1976: 381)

Social-political theory on crisis is the realm of cultural symbols and lived
ideologies (O’Connor, 1987). Specifically, crisis arises from a breakdown in
shared meaning, legitimization, and institutionalization of socially constructed re-
lationships. Empirical research demonstrates that this breakdown can take several
related forms. Equating crisis with a “cultural collapse,” Turner (1976) asserts
that a crisis arises when shared meanings, which previously served a community
well, break from the reality of a particular situation. Weick (1993) echoes these
sentiments in an analysis of the Mann Gulch fire disaster, where 13 of 16 highly
trained “smokejumpers” (firefighters who put out forest fires) died. Their deaths,
according to Weick’s analysis, were caused by a breakdown in role structure and
sense making in the small organization of smokejumpers. Weick states:

I’ve never been here before, I have no idea where I am, and I have no idea
who can help me. This is what the smokejumpers may have felt increasingly
as the afternoon wore on and they lost what little organization structure
they had to start with. As they lost structure they became more anxious
and found it harder to make sense of what was happening, until they finally
were unable to make any sense whatsoever of the one thing that would

have saved their lives.... (1993: 633-634)

Habermas (1975) offers an alternative but related view on crisis from a social-
political perspective. In an analysis of the development of crisis in economic sys-
tems, Habermas asserts that a “rationality crisis” occurs when economic decision
makers no longer can successfully manage economic growth. A prolonged crisis
of rationality triggers a “legitimacy crisis,” where followers withdraw support
and loyalty to key decision makers and replace it with questioning of the current
social structure and institutions. The situation eventually can spiral downward
into a crisis of motivation, where atomized individualism is displayed and com-
mitment to normative values and collective beliefs is absent (O’Connor, 1987).
Habermas’s perspective represents a crisis as a failure of followers’ belief in
leadership, the social order, and traditional values and beliefs. The “masses”
become ungovernable, and control and avoidance of social conflict are difficult
(O’Connor, 1987).

The social-political perspective adds to the current definitions and under-
standings of organizational crisis in a number of ways. First, it suggests that all
crises share in common a breakdown in the social construction of reality. An
aircraft explosion, oil spill, or scandal — whatever the incident that is viewed as the
crisis — is actually an artifact of this breakdown in collective sense making (Turner,
1976). Second, the social-political perspective suggests that an organization most
likely will experience a crisis of leadership and cultural norms following a trig-
gering event. Organizational leadership is likely to come under close scrutiny,
and turnover of (or revolt against) leadership may be likely as well (Hurst, 1995).
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Third, organizational members are likely to question the organization’s cultural
beliefs and to feel a need for a transformation of the culture (Bartunek, 1984,
1988). Finally, the social-political perspective suggests that crisis management
is unlikely to be successful without a reformation of organizational leadership
and culture.

In summary, the social-political view on crisis characterizes the cause of a crisis
as a collective breakdown in sense making and role structuring. The consequence
is a meltdown of social order, followership, and commonly held values and
beliefs, where extreme individualism, incivility, and violence may increase. Weick
(1993) asserts that caution can be taken to prevent an organizational collapse,
in the forms of improvisation, virtual role systems, the attitude of wisdom, and
norms of respectful interaction. Conversely, Shrivastava et al. (1988) remind us
that organizational crises frequently arise in societal economic strife, and they
imply that collapse is to be expected, or seen as likely, under extreme conditions.
By implication, coping would seem to involve collective behaviors, cognition,
and emotions that rectify or reverse the breakdown in shared meanings, social
order, and belief in leadership. Thus, the aftermath of a crisis includes the
eventual collective adaptation and replacement of old practices and relationships.
Having examined psychological and social-political views of crisis, we turn to
technological-structural views on crisis.

Technological-Structural Views on Crisis

Ever since the first stone tools appeared more than two million years ago in
East Africa, humanity has evolved in tandem with tools and machines it has
invented. But now the evolutionary tracks of humankind and technology
are beginning to overlap so completely that the very meaning of “human
being” may change. In this new relationship, technology is expanding
humankind beyond the limits of flesh and blood, spawning a futuristic
species that sees farther, runs faster, even lives longer than the standard,
unalloyed biological human. (Calonius, 1996: 73)

This perspective, if somewhat exaggerated, represents the popular definition
of technology as machine, as well as the fascination and belief in technology as
a benefactor of a better, more productive future. However, from a crisis man-
agement perspective, technology has taken on a broader definition in two ways.
First, technology is referred to not only as organizational machines and tools,
but also as management procedures, policies, practices, and routines (Pauchant &
Douville, 1994). Thus, we refer to this perspective as the “technological-
structural perspective” on crisis to differentiate it from the more restrictive view
of technology as machine or tool. Second, from a crisis management perspective,
technology is seen as offering great advances in production while also creating the
potential for grave destruction. Thus, rather than creating a “futuristic species that
sees farther, runs faster, even lives longer than the standard, unalloyed biological
human,” technological-structural forces, if mismanaged, carry the potential to
destroy a viable future.

In Normal Accidents: Living with High-Risk Technologies, Charles Perrow (1984)

argues that high-risk technologies (such as nuclear power plants, chemical
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refineries, and aircraft) are proliferating, creating a catastrophic potential for
destruction. Although many improvements have been made in the functioning
of such technologies, Perrow argues that a high potential for crisis is inherent in
their characteristics. Specifically, high-risk technologies can be characterized by
“interactive complexity” and “tight coupling.” Time is critically limited and other
forms of resource slack generally are unavailable. As a consequence, a problem
may escalate quickly if sufficient response systems have not been created. Systems
characterized by interactive complexity and tight coupling, according to Perrow,
are those within which disasters are “normal accidents”; in other words, “given
the system characteristics, multiple and unexpected interactions of failures are
inevitable” (Perrow, 1984: 6).

We start with a plant, airplane, ship, biology laboratory, or other setting
with a lot of components (parts, procedures, operators). Then, we need two
or more failures among components that interact in some unexpected way.
No one dreamed that when X failed, Y would also be out of order and the
two failures would interact so as to both start a fire and silence the alarm
system. Furthermore, no one can figure out the interaction at the time and
thus know what to do. The problem is just something that never occurred
to the designers. (Perrow, 1984: 4)

Since Perrow’s work was published, several organizational disasters have valid-
ated his assertions. Analyses of conditions leading to these disasters enhance the
literature on the technological-structural perspective. Studies of Union Carbide’s
chemical leak in Bhopal, India (e.g., Bowonder & Linstone, 1987; Pauchant &
Mitroft, 1992; Shrivastava, 1987), and of the explosion of the Space Shuttle Chal-
lenger (e.g., Starbuck & Milliken, 1988; Vaughan, 1990) show that, in both cases, a
complex web of technical and structural factors created “vicious circles” (Pauchant &
Mitroff, 1992) that were incomprehensible without a total systems perspective of
the situation. In analyzing the Challenger disaster, Starbuck and Milliken (1988)
suggest that excessive optimism and system pressures kept concerned parties from
prohibiting liftoff. Vaughan (1990) also argues that effectiveness of management
procedures, technological redesign, and surveillance by regulators were inhibited
by structural failures in allowing problems to surface: “just as caution was designed
into the NASA system, so was failure” (p. 252).

From a technological-structural perspective, the cause of a crisis is interactive,
tightly coupled technologies that interact with managerial, structural, and other
factors inside and outside the organization in potentially incomprehensible ways.
Technologies sometimes cannot be avoided; therefore, caution should be taken in
relying on high-risk technologies in the first place. Caution may take the form
of enhanced structural system design (e.g., added physical protection, such as
retention dikes or reinforcement walls) or organizational system design (e.g., cor-
porate safety training programs or rewards for achieving site safety goals) so
that an organization is “crisis-prepared” (Pauchant & Mitroff, 1992; Pearson &
Mitroff, 1993), or caution may entail avoiding high-risk technologies altogether.
The consequence of a disaster arising from the use of such a technology can be
widespread destruction, including loss of life and livelihood, as well as devastation
of the technological system that was a source of the disaster. Coping typically



10 challenges of crisis management

would involve triage efforts associated with treatment of wounded individuals
and recovery of tangible and intangible assets (such as organizational reputation,
customer loyalty, and equipment and buildings).

A Multidimensional Definition of Organizational Crisis
and Crisis Management

We propose the following definitions in an attempt to explicitly integrate views
of organizational crisis and crisis management from psychological, social-
political, and technological-structural perspectives. We believe that these def-
initions reflect a comprehensive, multidimensional view of organizational crisis
and crisis management.

An organizational crisis is a low-probability, high-impact situation that is perceived
by critical stakeholders to threaten the viability of the organization and that is
subjectively experienced by these individuals as personally and socially threatening.
Ambiguity of cause, effect, and means of resolution of the organizational crisis
will lead to disillusionment or loss of psychic and shaved meaning, as well as to the
shattering of commonly beld beliefs and values and individuals’ basic assumptions.
During the crisis, decision making is pressed by perceived time constraints and
colored by cognitive limitations.

Effective crisis management involves minimizing potential risk before a trig-
gering event. In response to a triggering event, effective crisis management
involves improvising and interacting by key stakebolders so that individual and
collective sense making, shared meaning, and roles are reconstructed. Following
a triggering event, effective crisis management entails individual and organ-
izational readjustment of basic assumptions, as well as bebavioral and emotional
responses aimed at vecovery and readjustment.

The Crisis Management Process: A Multidimensional Perspective

In Figure 1 we provide our version of a comprehensive descriptive model of the
crisis management process. This model moves beyond previous efforts by

* explicitly recognizing both subjective or perceptual components as well as
objective components;

¢ acknowledging the complexity of outcomes;

* integrating previous models that dealt only with limited aspects rather
than the entire crisis management process; and

¢ linking multidimensional views of crisis and crisis management drawn from
psychological, social-political, and technological-structural perspectives.

We begin our presentation of the model by considering crisis management
outcomes and then describe the contributing factors (first with “executives’
perceptions of risk”) that impact the degree of organizational success or failure
from a crisis.



11

t

Ing crisis managemen

pearson and clair m refram

aln|ie4

pilsle)

$5800Ng

Aupaisia Ainsnpuiyuolreziueflo e

UOIBUILUSSSIP UOIEWLIOUI o
slaployssiess

JO UOIJEUIPIO0D/80UEl|[e

asuodse. [ENPIAIPUIL “SA WES) e

asuodsal 00y pe pue peuue|d

8INJONJIS [e100S PapoIe
sasuodsal

[eJoIABYSQ PUE ‘[BUOROWS
‘onjuBoO paireduwl
suopdwnsse paseyeys

suonoeal
BA1}09||00 puUE [BNPIAIPU|

/ Juane

/

./ Buebbi
\,

N,
\,
\,

$s900.d 1UBWSBEUBW SISLIO 8y ) d4nbBi4

suonesedaid

SISLIO 0} UolualE

suoljesedaid . JO O} UJa2u09 :3su
Juswabeuew sIsUO A | noge suondeoied
[euoleziueblo jo uondopy QAIINOaX3

suonenfes Ansnpul e
seonoeld pazieuonnisul e

1JXJUOD [BIUSWIUOIIAUT




12 challenges of crisis management

Crisis Management Outcomes: The Success-Failure Continuum

To begin, unlike our predecessors, we propose that any crisis process results in
relative degrees of success and failure. The novelty, magnitude, and frequency
of decisions, actions, and interactions demanded by a crisis suggest that no
organization will respond in a manner that is completely effective or completely
ineffective. Even when an organization is taken to task for mishandling the press,
ignoring external stakeholders, or failing to notify regulators of a problem, it will
have handled some elements of crisis management well. Conversely, even when
the organization averts a crisis and learning leads to organizational improvement,
there will be elements that could have been handled better. In contrast to our
assertion, much of the literature treats organizational consequences in the event of
a crisis as though alternative outcomes were dichotomous: the organization either
failed (Perrow, 1984; Shrivastava, 1987; Turner, 1976; Vaughan, 1990; Weick,
1993) or (far less frequently documented) succeeded (e.g., Roberts, 1989) at man-
aging any particular crisis incident. Evidence of organizational failure is plentiful,
whether in loss of life, depletion of resources, contamination of the environment,
or damage to organizational reputation. These outcomes are measurable, news-
worthy, and visible to academics, the press, and the community; conversely, full
success at crisis management is, by definition, invisible — to academics, the press,
and the community.

Examples of success-failure outcomes from specific crises are available in the
literature, but no one has, as yet, suggested a systematic, multidisciplinary per-
spective of the psychological, social-political, and technological-structural
examples of success and failure, as well as midground outcomes. The lack of
systematic inclusion and comparison of multidisciplinary views has stunted the
field of crisis management. We provide in Table 2 examples of failure, success,
and midground outcomes that draw from the assumptions of the psychological,
social-political, and technological-structural perspectives.

As suggested in Table 2, the causes and consequences of a crisis may suggest
failure, but the organization may, in fact, succeed at coping. For example, an or-
ganization faced with an explosion of a major product facility leading to a loss of
human life may experience shattered assumptions, a collective breakdown in sense
making and role structuring, and widespread destruction of the technological
system. These losses would constitute upheaval of psychological, social-political,
and technological-structural frames. But this same organization may experience
cognitive readjustments or a transformation in individual and shared schemata
(Bartunek, 1984). Behavioral responses to the crisis may restore individuals’ sense of
self-integrity and the social order, as well as create positive organizational change
and enhanced organizational effectiveness.

Proposition 1: An organizational crisis will lead to both success and failure outcomes
for the organization and its stakeholders.

Researchers of organizational crises have examined a variety of factors that
contribute to crisis management success and failure. In particular, researchers
have suggested that crisis preparedness starts with executive perceptions about risk
and risk taking (Kets de Vries, 1984; Kets de Vries & Miller, 1986; Mitroff et al.,
1996; Pauchant & Mitroff, 1992). If executives do not believe their organization
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Table 2: Examples of crisis management success and failure outcomes

Crisis concern

Failure outcomes

Midground outcomes

Success

Signal detection

Incident containment

Business resumption

Effects on learning

Effects on reputation

Resource availability

Decision making

All signals of impending
crisis go ignored

Organization is caught
completely unaware

Crisis escapes beyond
boundaries of
organization

External stakeholders
are negatively
impacted

All organization
operations are shut
down

Down time is lost in
bringing organization
back into operation

No learning occurs

Organization makes
same mistakes
when similar incident
occurs

Organization suffers
long-lasting negative
repercussions

Industry reputation
suffers as a result of
organization crisis

Public perceives
organization as a
villain as a result
of ineffective crisis
management

Organization scrambles
but lacks essential
resources to address
crisis

Slow in coming
because of internal
conflicts Fantasy
driven

Signals of potential
crisis send
organization into
stage of alert

Damage to those
beyond organization
boundaries is slight

Areas of operation most
affected by crisis are
closed temporarily

Functional down time
is minimal with little
effect on product/
service

Learning occurs but
its dissemination is
spotty

Negative effects of
crisis are short lived

Public perceives errors
in details of crisis
management effort
but continues to
consume product/
service as usual

Organization scrambles
and scrapes by on
own and others’ ad
hoc assistance

Slow in coming
because of
extraorganizational
constraints

Signals are detected
early so that the
appropriate responses
are brought to bear

Major impact is totally
confined within
organization

There is no stakeholder
injury or death

Business is maintained
as usual during and
after the crisis

There is no loss of
product or service
delivery

Organization changes
policies/procedures
as a result of crisis

Lessons are applied to
future incidents

Organizational image
is improved by
organization’s
effectiveness in
managing crisis

Organization is perceived
as heroic, concerned,
caring, and a victim

Organization or external
stakeholders’
resources are readily
available for response

Ample evidence of timely,
accurate decisions

Grounded in facts

vulnerable to crises, they will not allocate resources to prepare for that po-
tential. Research from psychological, social-political, and technological-
structural perspectives suggests the theoretical basis for executive perceptions of
invulnerability when faced with low-probability risks. Because of the fundamental
nature of this variable in determining potential outcomes from a crisis, we propose
this to be the initiating factor in the model we present in Figure 1. We discuss
the dynamics and theoretical underpinnings of this variable next.

Links among Executive Perceptions about Risk, Environmental Context,
and Adoption of Organizational Crisis Management Preparations

Some have argued that there is often a match between executive mindset and
the dominant values and cultures of the executives’ organizations (e.g., Bennis
& Nanus, 1985; Kanter, 1977; Kets de Vries & Miller, 1986; Martin, 1992).
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For example, cultural beliefs about power exchanges and organizational reward
systems can be influenced by the perceptions of executives (Deal & Kennedy,
1982; Kotter & Heskett, 1992). Similarly, executives’ own abilities to deal with
risk may impact their personal effectiveness as related to concerns that exceed
the traditionally rational parameters of their organizations’ cultures (Shapira,
1995). The match between executive mindset and culture is no less powerful
for crisis management.

Perceptions of senior executives determine cultural beliefs in the organization
about the value and need for crisis management (Pauchant & Mitroff, 1992). In
organizations where executives believe that their company is relatively immune
from crises, there will be fewer plans and procedures for crisis preparation and
prevention. Many senior executives in industries in which crisis preparations
are not regulated fail to perceive the importance of crisis management and early
response (D’Aveni & MacMillan, 1990; Dutton & Duncan, 1987; Kiesler &
Sproull, 1982; Nystrom & Starbuck, 1984). Even in industries that are regulated
or where crisis management practices have been institutionalized, executive
perceptions and the cultural environment must support crisis management for
programs to be highly effective. The mere existence of policies and procedures
may be false signals of preparedness. If executives and the organizational culture
do not support crisis management activities, risk behaviors of employees may
“mock” crisis management procedures and policies (Hynes & Prasad, 1997). Our
discussion leads to the following proposition:

Proposition 2: Executive perceptions about risk that can be characterized as
ambivalence about or disregard for crisis preparations will hinder the adoption
of organizational crisis management practices. Conversely, executive perceptions
about risk that can be characterized as concern for or attention to crisis preparations
will foster adoption of crisis management programs.

The psychological, social-political, and technological-structural perspectives
on crisis provide theoretical logic that predicts the likelihood executives will volun-
tarily prepare for a crisis. According to the cognitive psychological perspective:

Some people see potential crises arising and others do not; some under-
stand technological and social changes and others do not. What people
can see, predict, and understand depends on their cognitive structures — by
which we mean logically integrated and mutually reinforcing systems of
beliefs and values.... Not only do top managers’ cognitive structures shape
their own actions, they strongly influence their organization’s actions.
(Nystrom & Starbuck, 1984: 64)

Thus, if an executive’s cognitive structures do not allow him or her to ac-
knowledge the company’s vulnerability to a crisis, preparations will be less likely.
Repeated success experiences may also exacerbate disbelief, for each success
may raise the extent to which an executive expects future successes (Starbuck &
Milliken, 1988). Further, Bazerman (1990) suggests that managers judging risk
may not cognitively appreciate the underlying nature of uncertainty. A desire to
reduce uncertainty may, in fact, lead executives to frame decisions in ways that
impair their judgment (Bazerman, 1990), leaving their organizations ill suited to
invent crisis responses or to create crisis management procedures.
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The psychoanalytic and trauma views also predict when executives will fail to
acknowledge organizational vulnerability to harm. The trauma theory perspective
suggests that the executive denies the organization’s potential vulnerability to harm
because the assumption that “bad things can’t happen to me” has been generalized
to the executive’s organization. Furthermore, from the psychoanalytic perspective,
acknowledging vulnerability to harm undermines potentially unconscious core
aspects of the executive’s personality. To protect themselves from psychic break-
down, executives use defense mechanisms (Pauchant & Mitroff, 1992). Field
research provides more than 30 defensive rationalizations provided by executives —
for example, “our size will protect us,” “our employees are so dedicated that we can
trust them without question,” and “if a major crisis happens, someone will rescue
us” (Pauchant & Mitroff, 1992).

The social-political and technological-structural perspectives explain how ex-
ecutive perceptions may translate into organization-level impact. Specifically, an
executive’s adherence to false perceptions may create a breakdown in collective
sense making across the organization so that shared perceptions about risk and
success do not align with the organization’s situation (Turner, 1976). Too much
reliance on the presumed safety of technologies or the presumed capabilities of
damage containment mechanisms may be granted. We discuss the links between
adoption of organizational crisis management preparations and reactions to a
crisis event next.

Links between Adoption of Organizational Crisis Management
Preparations and the Triggering Event

Our review of the psychological, social-political, and technological-structural
perspectives on crisis supports the expectation that a variety of preparations is
associated with more effective reactions. By thinking about and practicing re-
sponses to various incidents, organizations build agility. From a psychological
perspective, training that emphasizes the cognitive limitations and those per-
sonality orientations that might inhibit effective crisis management and training
that prescribes strategies to overcome these limitations would seem to enhance
preparation. Developing methods for coping with physical and mental trauma
following a crisis seems to be a key approach (Smart & Vertinsky, 1977). Similarly,
the social-political perspective reinforces portfolio strategies to mitigate against
erosions in sense making and structure that might lead to or exacerbate a crisis
(e.g., Weick, 1993). Finally, the technological-structural perspective suggests that
organizations contemplate the variety of ways in which technological advances
could exacerbate losses so that fail-safe and safe-fail systems can be created. These
multiple perspectives, in total, suggest the potential for synergistic planning
and adaptation.

Despite the logic of these arguments, many organizations implement no or few
crisis preparations (Mitroff et al., 1996). The theoretical perspectives we discussed
earlier predict the underpinnings of this tendency. Executives and managers can
develop too much faith (and a false sense of security) in their abilities to successfully
prevent dangers when some level of crisis management preparation is adopted.
Limited preparation actually may reinforce assumptions of invulnerability if
leaders assume preparedness and, therefore, reduce organizational vigilance. A pat-
tern of repeated successes at managing problems with limited crisis management
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preparations also may create a comfort zone, leading executives and managers to
lose any fears of problems and to become (over)confident of their own actions
and decisions (Starbuck & Milliken, 1988). Ultimately, such managers may find
themselves held captive by the “failure of success,” believing that solutions will
always emerge because they always have in the past (Kets de Vries, 1991). We
offer the following proposition regarding the relationship between vulnerability
and preparation:

Proposition 3: A modest amount of crisis preparation likely will lead executives to
believe that their organization is no longer vulnerable to a crisis.

No matter how many preparations an organization makes, victims’ and other
organizational stakeholders’ responses to crisis will involve individual and collective
cognitive, emotional, and behavioral reactions. Furthermore, an organization must
put its crisis plans into action, as well as develop ad hoc responses in the face
of unexpected occurrences. These reactions, both expected and unexpected and
planned and ad hoc, will most directly influence the degree of success and failure
outcomes. Next, we discuss the final linkages in Figure 1: victims’ and others’ re-
sponses to a crisis, implementation of planned and ad hoc responses, and the
success-failure continuum.

Cognitive, Emotional, and Behavioral Responses

As we argued above, when a traumatic event occurs, individuals’ assumptions often
are shattered (Janoff-Bulman, 1992). Regarding organizational crises, a triggering
event similarly impacts the organization and its members. Victims experience
a heightened sense of vulnerability, and their sense making and rationality are
impaired (Weick, 1993). Whereas a group or organization, prior to a triggering
event, may have had a shared sense of meaning, it now may experience disillusion or
avoid of meaning (Parry, 1990). Victims may seek revision to or full revamping of
the social order, and dissatisfaction with existing roles or leadership may occur
(Habermas, 1975). We addressed these issues in more detail earlier in the article,
but since they have not been validated in the organizational crisis management
literature, we offer the following proposition:

Proposition 4: The erosion of individual and shared assumptions during a crisis
by victims and other organizational stakebolders is likely to lead to greater failure
outcomes and less success outcomes.

A triggering event also motivates organizational action. Both planned and ad
hoc reactions are likely to occur, given the unique characteristics (and, therefore,
the unpredictability) of each new crisis. In particular, we assert that four aspects
of these planned and ad hoc responses will influence the degree of organizational
crisis management success: (1) team versus individual responses, (2) alliance and
coordination of stakeholders, (3) information dissemination, and (4) organization
or industry visibility. Although these responses do not represent all those possible,
research implies that they are among the most important.

Team versus individual response. Although empirical research is lacking,
some scholars have suggested that an important step toward successful outcomes
from a crisis event is to develop a crisis management team composed of senior-level
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experts (Lagadec, 1993; Mitroff & Pearson, 1993; Mitroff et al., 1996). Research
on teams and groups may provide some support for this idea. Regarding the crisis
management team, it may facilitate decision making and actions by accelerating
the flow of information and resources during a crisis (Mitroff & Pearson, 1993).
In support of this assertion, researchers demonstrate that the outcomes of an ef-
fective team generally exceed the sum of the isolated individual contributions of
its members (e.g., Hill, 1981; Zander, 1982).

Specifically, group efforts tend to succeed when the burdens of making
decisions and taking actions are distributed collectively among all members
(Zander, 1982). Effective group effort increases the variety of perspectives and
skills available, fosters synergistic contributions, and facilitates access to essential
resources. The technological-structural perspective suggests that sense making
across multiple dimensions will be facilitated by a diversity of relevant perspectives
that capture the interactive, coupled interfaces of key stakeholders. The true char-
acter of crisis may emerge only through those with varied perspectives. Despite
potential process losses (e.g., in coordinating group input and decision making),
group contributions and interactions increase the prospect that success outcomes
will exceed failure outcomes, as reflected in Proposition 5:

Proposition 5: Those organizations in which the responsibility for crisis preparation
and response rests with crisis management teams will experience greater success
outcomes when managing crvises than will those organizations in which crisis
management responsibility rests with an individual.

Alliance and coordination of stakeholders. An organization may disperse
the information needed for decision making and action in response to a crisis
among a variety of internal and external individuals, groups, and organizations
(Turner, 1976). An organization’s adroitness in predicting the nature of its inter-
actions with key stakeholders in a crisis situation is thought to enhance its ability
to contain the crisis, to resume business, and to learn from the crisis (Mitroff &
Kilmann, 1984; Mitroff, Mason, & Pearson, 1994). Frequently, in the heat of a
crisis, an organization’s access to stakeholders diminishes because of a heightened
sense of time limitations and intensified publicity. The immediacy of response
needs may inhibit the organization’s ability to access stakeholders, and the threat
of “bad press” and guilt by association may stifle stakeholder support (Susskind &
Field, 1996).

In such situations where access is limited, accurate assumptions about critical
stakeholders can mean the difference between continued organizational suc-
cesses and organizational failures (Mitroff & Kilmann, 1984). In particular, some
researchers have asserted that organizations benefit by understanding how key
stakeholders might react to a crisis, what resources and information stakeholders
might have available to assist in the management of a crisis, how stakeholders might
be impacted by the crisis, and how stakeholders might exert a negative impact
on the organization’s ability to manage the crisis (Mitroff et al., 1996). If indi-
viduals in the affected organization have established links to key stakeholders
before the crisis, they may be more successful at averting or managing poten-
tial miscommunications and attaining critical, elusive information (Mitroff &

Pearson, 1993; Susskind & Field, 1996).



18 challenges of crisis management

However, negative events are likely in the heat of a crisis. Otherwise cordial
stakeholder links may become adversarial, for the simultaneous, stressful inter-
action within and outside an organization during a crisis can promote conflict
(Mitroff & Kilmann, 1984). As suggested by the social-political framework, the
result of an absence or breakdown in shared meanings may be a lack of consensual
leadership (Lagadec, 1993), or existing leadership may weaken and become less ef-
fective (Habermas, 1975). During a crisis, decisions ideally delegated to senior
executives may fall to lower level employees in the absence of their superiors. And
even when present during the crisis, senior decision makers may cede to physical
or emotional exhaustion (Quarantelli, 1988) or may lack sufficient technical know-
ledge. For all these reasons, linkages should be tested before the advent of a crisis —
prior to developing adamant commitment to a specific course of action. If activities
and roles are practiced under simulated exigency, participating stakeholders may
more easily expand their perspectives, thereby increasing the probability that they
will seize opportunities for action and intervention in preparation for or during
containment of an actual crisis (Weick, 1988). Building on a tenet of instrumental
stakeholder theory, corporations would do well not only to choose their partners
carefully (Donaldson & Preston, 1995; Jones, 1995) but also to enhance partner re-
lationships (Mitroff et al., 1994).

The corporation engaged in crisis management risks its reputation beyond the
boundaries of those directly affected by the incident. Unmanaged or inappropriately
managed stakeholder interdependence may obstruct crisis management efforts.
The effect is captured in Figure 1, where alliances and coordination with external
stakeholders affect the relationship among implementation of responses, the in-
fluence of stakeholders, and the success/failure outcome. Interdependence among
stakeholders may reduce the benefit of preparations that have not been practiced
with external stakeholders, thus reducing the probability of success. Procedures
carefully orchestrated internally may be spoiled when an organization implements
them in collaboration with uninitiated external stakeholders. As suggested by the
social-political perspective, crisis management will require improvisation and
the implementation of relevant virtual role systems. These actions emerge from col-
lective sense making, which may require a new, collective sense of leadership and
followership. We summarize the effect of stakeholder interdependence on crisis
management in the following proposition:

Proposition 6: Those organizations building alliances and achieving coordination
by sharing information and plans with external stakebolders prior to a crisis will
experience greater success outconmes and less failure outcomes in crisis management
than will those organizations lacking such alliances.

Information dissemination. When an organization is faced with a crisis,
it must share critical information with key stakeholders. For example, D’Aveni
and MacMillan (1990) note that firms that failed as a result of market downturns
were less likely to have effectively and appropriately managed information flow
than were surviving firms. In crisis, if an organization neither confirms nor denies
information about critical incidents, rumors may fill the void and amplify the threat
(Susskind & Field, 1996; Turner, 1976; Weick, 1988). The crisis of TransWorld
Airways (TWA) flight 800 provides us with a recent example. Following the
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incident, the media criticized TWA for not providing timely information to the
victims’ families. Although the cause of the accident had not been discovered,
TWA's failure to provide consistent information or concrete data about the
crisis kept the company in an unfavorable media spotlight for months. Lack of
accurate, timely information spurred rumors about the cause of the incident
(ranging from terrorist bombing to mechanical failure to missile attack) when
there was, in this particular case, no information that TWA could have provided
to satisfy the media.

From the psychological perspective, by sharing information about the causes,
consequences, and coping strategies regarding a crisis, an organization may
facilitate reconstruction of individuals’ shattered assumptions by reducing self-
blame and reversing fears of helplessness. From the social-political perspective,
sharing information may lead to new values and beliefs that could reverse the
breakdown of social order caused by the crisis and from the technological-
structural perspective, disseminating information can help stakeholders to better
understand, prepare for, and cope with the potential dangers of technology. These
assertions lead to the next proposition:

Proposition 7: Crisis management efforts will be more successful if information is
disseminated quickly, accurately, directly, and candidly to critical stakebolders.

Organization and industry visibility. The media have become highly in-
fluential interpreters of crises by filtering or framing their perspectives, often
with a tendency to reinforce existing public biases (Nelkin, 1988). Organizations
generally held in public favor before a crisis will be allowed more latitude regarding
their crisis management efforts; those generally disfavored before the crisis will
be judged with closer scrutiny (Barton, 1993). Existing public attitudes toward an
organization or its industry will tend to bias the media’s perceptions (Douglas &
Wildevsky, 1982; Nelkin, 1988). Public attention to an issue (or the threat thereof)
tends to drive organizational response to the issue (Dutton & Duncan, 1987).

Organizations may attempt to affect media coverage by developing positive
relationships with media representatives prior to any incident and by endeavor-
ing to appear honest, cooperative, and forthcoming with information during
incidents (Susskind & Field, 1996). In light of the social-political perspective,
the upheaval of the social order caused by crisis may be calmed by asserting new
values and beliefs or by reaffirming the viability of existing values and beliefs.
These outcomes ultimately may influence public perceptions of the extent of
organizational success or failure at crisis management. Our final proposition
summarizes this relationship:

Proposition §: The visibility of the affected organization or the affected industry
will influence success outcomes so that positive exposure will increase crisis man-
agement success outcomes and negative exposure will increase crisis management
failure outcomres.

In writing this article, we have attempted to integrate conceptual and empirical
contributions to the study and practice of crisis management. We have presented
a comprehensive framework that incorporates additional disciplinary perspectives
regarding crisis management success and failure and have attempted to integrate
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and frame current knowledge regarding organizational crisis management by
offering propositions and linking crisis management constructs. We now offer
suggestions for future research and practical implications.

Implications for Research and Practice

The impact of organizational crises has never been stronger: measurable damage
from incidents seems to be greater than in the past, whether quantified as the
extent of ecological destruction or the breadth of product contamination impact
(Lagadec, 1993). As interest among academics and practitioners grows, extensive
additional research is needed to better inform those who study organizational
crises and to better assist those who manage them.

The crisis management literature, although replete with speculation and pre-
scription, has undergone scant empirical testing. Many of the specific variables
of the model we present here previously have not been operationalized. Primary
linkages among key crisis management variables remain virtually untested. Yet
individual lives and organizational viability rest on the accuracy of assumptions.
The need for additional empirical research is obvious.

One distinct advantage of our model is that it offers the possibility of both
success and failure components as outcomes of the crisis management process.
This shift in perspective allows practitioners and academics to acknowledge
particular foibles of crisis management experiences without condemning the
entire process. Allowing for elements of success #nd failure reduces the need for
organizations to protectively mask the details of imperfect decisions or actions.
If the details of failure within success are made more conspicuous, lessons for
research and practice will be enhanced: the whole picture can emerge.

For those interested in innovative research approaches, rigorous content and
contextual analysis of media coverage of organizational crisis events could pro-
vide important data about the effects of visibility. These data might be drawn,
for example, from a Lexus/Nexus study. This approach offers an option to
researchers who are unable to access data while the organization is in the throes
of a crisis. Some success and failure outcomes could be measured absent direct
organizational access.

For those intrigued by the relationship among the executive mindset, the
adoption of organizational practices, and the influence of the environmental con-
text, a longitudinal approach seems promising. Observation and inquiry in crisis
management teams regarding decision-making processes would provide insight
into this relationship. The enduring interest in the role of leadership makes crisis
management teams a fine population for study. Specific questions might explore
whether leadership skills, strategies, and approaches that are required during
crises mirror those that are effective during normal operations.

We hope that our exploration into the literature in related fields outside man-
agement might expand the interest of management and organization scholars re-
garding organizational crisis management. Those interested in the psychological
view might consider how individuals’ perceptions before, during, and after crises
are mediated by organizational intervention, or how the experience of trauma
affects individuals’ work styles and commitment. Scholars interested in the social-
political perspective might consider how the void created by disillusionment and
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disbelief is filled by organizational leaders. From the technological-structural
viewpoint, researchers might explore how organizations factor the potential direct
and indirect costs of technological disaster into their adoption decisions.

Finally, we cannot overstate the challenges of doing crisis management
research. Organizational crises are, by definition, infrequent events. When they
do occur, organizations are reluctant to open current or past “wounds” to external
examination and speculation. Furthermore, in the worst cases evidence blurs or
dissipates as the afflicted organization is reconfigured or dies. In the best cases
success at crisis management goes unrecognized by publicly accessible sources
and, sometimes, by internal members of the organization. In other cases organ-
izations that survive crises tend to be reluctant to share perspectives, perceptions,
and lessons learned with the uninitiated: gaining insider information about crisis
management activities seems to require a history of interaction between the
afflicted organization and the researcher and a track record of trustworthiness.
These qualifications require captivated academics to nurture long-term, ongoing,
unobtrusive relationships with targeted organizations.

Given the outcomes at stake, the most important implication for academic
and practical endeavors is that crisis management research must fit the reality of
practice. We urge researchers drawn to the study of crises and crisis management
to make the efforts required to collaborate with those who actually put crisis man-
agement into effect. What is yet to be learned and disseminated by researchers
and managers regarding crisis management is of vital importance to organizations.
Effective crisis management can mean the difference between life and death to
organizations, to product or service divisions, and to individual employees. Yet,
as we have argued, relatively few lessons or assumptions regarding organizational
crises and their management have been carefully examined empirically. In the
meantime, the prevalence of untested prescriptions seems to match the contention
that crisis management is a growth industry. Ensuring the accuracy and impact of
this field — for both research and practice — demands concerted bridging between
academics and managers. The stakes at risk warrant no less.
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Introduction

example, in a survey of Fortune 500 firms in the us, Fink (1986) found that

50% of these firms did not have any cMm plans; Reilly (1987), from a sample
of 70 organizations, found that these firms were generally only slightly prepared
for a crisis and that their managers complained about their lack of information in
the domain; and Mitroff et al., (1988a,b), in a survey of 114 Fortune 1000 firms,
found that only 38% of them had institutionalized a crisis management unit,
one of the most obvious first actions to be developed in the area. A similar situ-
ation seems to exist in Europe and Canada (Lagadec, 1990, 1991; Pauchant and
Cotard, forthcoming).

Further, a number of researchers have observed that, currently, many man-
agers still focus on the reactive and/or the technical sides of crisis management
(Nystrom and Starbuck, 1984; Reilly, 1987; Shrivastava et al., 1988; Linstone,
1989; Pauchant and Mitroft, in press). While these aspects are evidently important,
they constitute only a part of a total and systemic cum effort. As we will argue in
this article, managers focusing only on these two issues confuse crisis management
with what could be called “crash management”, i.e. what to do after a crisis has
happened, or with “security management”, i.e. the use of technical or technological
mechanisms. Challenging these fragmented perspectives, many researchers from
different fields have emphasized that the development of human-induced crises
as well as efforts in cm were systemic in nature (Maruyama, 1963; Hall, 1976;
Morin, 1976; Turner, 1976; Forester, 1979; Nystrom and Starbuck, 1984; Perrow,
1984; Masuch, 1985; Bowonder and Linstone, 1987; Shrivastava, 1987; Hambrick
and D’Aveni, 1988; Lagadec, 1988a; Linstone, 1989; Pauchant and Mitroff, 1990;
Schwartz, 1990). While these authors often emphasize different aspects of what is
meant by “systemic”, they share a number of common themes. For example, they
argue that the development of human-induced crises has to be seen in a historical
context of systemic relationships of tight-coupling and complexity: they stress that
crises not only affect an organization globally but also affect its stakeholders and
its total environment; they argue that cm should not focus on technical matters
only but rather should address the complex interrelationships existing between
human and technical systems, both before and after a crisis: they stress that the
experience of a crisis challenges a number of strategic basis assumptions and can
lead managers to positively modify their behaviors: and so on.

l :fforts in crisis management (cm) are currently underdeveloped. For
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In this article, we summarize a list of cm efforts presently implemented
by managers who have taken such a systemic perspective. This list can thus
assist managers in evaluating their current cm efforts, judging if they are more
“fragmented” or “systemic” in nature. Of course, we are not proposing that this list
is definitive, optimal or exhaustive, its use guaranteeing that managers will never
experience any crisis whatsoever. Currently, the field of cm is still in its infancy
and we lack a rigorous theory in “crisiology”, i.e. a grounded understanding of
both the origin of crises and of the actions to be implemented in cm (Morin,
1976; O’Connor, 1987; Mitroff et al., 1988a; Shrivastava et al., 1988). Thus, the
list should rather be seen as the set of current actions implemented by managers
who have adopted a systemic perspective and who attempt with all their might
to both reduce the frequency and the impact of industrial crises.

The Five “Families” of Crisis Management

In 1988, through a questionnaire sent under the auspices of the us National
Manufacturing Association (Nam), we found that cm efforts can be regrouped in
five specific but highly interrelated “clusters” or “families”, as indicated in Table 1:
(1) Strategic efforts; (2) Technical and structural efforts; (3) Efforts in evaluation
and diagnosis; (4) Communicational efforts; and (5) Psychological and cultural
efforts. This typology was established through the use of very sophisticated
statistical analyses and has been discussed in two other publications (Mitroff et al.,
1988a,b). Since conducting this research, and in an attempt to better understand
the content of each family and its degree of effectiveness, we have conducted a
total of 350 confidential interviews with executives, managers, professionals and
employees responsible for cm in 120 large, Fortune 1000-type organizations. These
organizations span the quasi-totality of industries in manufacturing, services
and information. Also our research cut across national boundaries as we have
combined our findings from the us (200 interviews), Canada (100) and France
(50). Each interview was conducted face-to-face, lasted an average of one hour,
and was guided by a questionnaire agenda. While we cannot reveal the names
of these organizations for reasons of confidentiality, except when they have been
explicitly mentioned in the media, we will identify the specific industry for each
example given. The reader will find in-depth discussions of these interviews in four
recent books: Lagadec (1990, 1991); Mitroff and Pauchant (1990); and Pauchant
and Mitroff (in press).

Strategic Efforts

Of the 120 companies in which we conducted our interviews, only 10% could be
considered as having developed a “systemic” strategy in cm, i.e. had seriously im-
plemented at least one effort in each of the five families described in Table 1. We
have labeled these organizations “crisis-prepared” as opposed to “crisis-prone”,
where managers have focused their efforts on a limited number of families, if they
had implemented any cm efforts at all. What has become increasingly clear from
these interviews is that one of the clearest factors that distinguishes the managers
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Table 1: Toward a systemic crisis management strategy

Strategic efforts
1. Drastic changes in corporate philosophy
Integration of Crisis Management (cw) into corporate excellence
Integration of cm into the strategic planning process
Inclusion of outsiders on board, crisis management unit (cmu), etc.
Training and workshops in cm
Crises simulations
Diversification and portfolio strategies

NooreD

Technical and structural efforts
8. Creation of a cmu
9. Creation of dedicated budget for cm
10. Developing and changing emergency policies and manuals
11. Computerized inventories of plants’ employees, products and capabilities
12. Creation of an emergency room or facility
18. Reduction of hazardous products, services and productions
14. Improved overall design and safety of products and production
15. Technological redundancy, such as computer backup
16. Use of outside expert and services in cm

Evaluation and diagnosis efforts

17. Legal and financial audit of threats and liabilities

18. Modifications in insurance coverage

19. Environmental impact audit and respect of security norms

20. Ranking of most critical activities necessary for daily operation
21. Early warning signals detection, scanning, Issues Management
22. Dedicated research on potential hidden dangers

23. Critical follow-up of past crises

Communicational efforts

24. Media training for cm

25. Major efforts in public relations

26. Increased information to local communities

27. Increased relationships with intervening groups (police, media, etc.)
28. Increased collaboration or lobbying among stakeholders

29. Use of new communication technologies

Psychological and cultural efforts

30. Strong top management commitment to cm

31. Increased relationships with activist groups

32. Improved acceptance of whistleblowers

33. Increased knowledge of criminal behavior

34. Increased visibility of crises’ human impact to employees
35. Psychological support to employees

36. Stress management and management of anxiety

37. Symbolic reminding of past crises and dangers

of crisis-prepared organizations from those managing crisis-prone organiza-
tions is their overall view of cm. Crisis-prepared managers do not consider cm a
cost. Rather, they view it as a moral and strategic necessity. This drastic shift in
corporate philosophy (see point 1 in Table 1) is perhaps one of the most difficult
tasks to be accomplished in developing a systemic strategy in cm. Specifically, it
means that executives in crisis-prepared organizations not only consider their firms
as productive systems but as potentially, destructive systems as well (Shrivastava
etal., 1988; Pauchant and Mitroff, in press). As a consequence of this shift, these
executives not only debate issues surrounding success, leadership, growth and excel-
lence, they also debate issues surrounding potential failure, breakdowns, decay
and death. Note that we are not saying that these executives have developed a
morbid culture in their organizations, mulling endlessly over failures, disasters
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and catastrophes. But, as we will see reflected in the content of Table 1, these
executives have developed a number of specific capabilities for imagining the worst,
the unthinkable, the anxiogenic, the unspeakable, in an attempt to manage crises
should they occur, or, still better, to prevent, when possible, their happening in
the first place.

This shift in corporate philosophy has a major impact on the definition of
corporate excellence (see point 2). As stressed by an executive in a chemical com-
pany: “We not only have the responsibility of bringing to our customers the best
products possible at a competitive price. We also need to protect them from
their dangerous sides.” Crisis-prepared managers have made substantive changes
in the nature of their products and of their productions in order to adhere to
this new view of corporate excellence. For example, Johnson and Johnson (j&J),
has abandoned the production of Tylenol as a capsule: others in the food and
pharmaceutical industries have developed anti-tampering packaging; a chemical
firm has divested itself of its production of aerosol products, in view of their
negative global impact on the ecology; or chemical companies such as Du Pont
are developing a new generation of safer chemicals.

The importance of integrating cM into the definition of “corporate excellence”
or “corporate culture” cannot be stressed enough (Nystrom and Starbuck, 1984;
Weick, 1987; Lagadec, 1990; Pauchant and Mitroff, in press). Through our
interviews we found that when this integration was not done, faulty beliefs in
corporate excellence and success could become formidable stumbling blocks for
developing efforts in cm. For example, a top executive in a large food company
considered that: “A formal program is not necessary for an excellent company ...
Our track record is so good that crises are not considered a major risk for us ...
Only bad companies need crisis management to cover up their deficiencies.” To
say that this executive was using the concept of excellence as an excuse for not
developing actions in ¢M is to put the case mildly. In fact, the status of “excellence”
does not render organizations immune to crises. The unfortunate examples of y&J
(Tylenol), Perrier, or Procter and Gamble (Rely tampons) demonstrate this fact.
Crisis-prepared managers have understood that the concept of excellence itself,
when pushed to an extreme, can lead to dangerous situations, by not allowing them
to prepare for the worst. As a number of authors have noted, success can breed a
feeling of over-confidence and omnipotence (Schwartz, 1987, 1990; Starbuck and
Milliken, 1988; Miller, 1990).

These managers have also integrated cm into their strategic planning process
(see point 3). Echoing several authors in the field of strategic management and
business policy, these managers consider cMm activities to be strategic in nature
(Starbuck et al., 1978; Mitroff and Kilmann, 1984; Smart and Vertinsky, 1984;
Dutton, 1986; Reilly, 1987; Shrivastava et al., 1988). As we have discussed at length
in a recent publication (Pauchant et al., 1991), cm and strategic management
must involve top management: they concern the survival and the development
of the entire organization: they are related to how these managers interact with
their environment: and they are both emergent and ill-structured, the process
of planning and learning being sometimes more important than the plans them-
selves (Mintzberg et al., 1976). In addition, crisis-prepared executives are using cMm
as a competitive edge, deriving a number of strategic advantages from their
cM efforts. For example, an executive in an insurance company stated that his
organization had recently won a large government contract over his competitors,
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in part due to its extensive contingency capabilities in the area of information
technology. Another executive in the banking industry pointed out that during
a large telephone outage his company demonstrated that it was “close to the
customer”. During that crisis, employees in this particular bank operated a mobile
unit in the business areas that were affected by the outage, allowing their customers
to process their transactions. As this executive put it: “The crisis gave us the op-
portunity to really extend our services to our smaller clients ... we started with
the question ‘what can hurt us?’ and more recently changed it to ‘what can hurt
our customers?’” Other managers in different companies, such as aT&T, ARrco,
Du Pont or Electricité de France, are also either directly selling their expertise
and products in cM to their customers or have established themselves as their
industry leader in this domain. For example, according to a recent Forbes article,
Du Pont predicted that its new environmentally safe products and specialized
services in the area such as c¢m training, could result in an additional $8 billion
in annual revenues by 1995.

In order to modify somewhat their corporate philosophy, their definition of
excellence or their strategic vision, managers should be able to first challenge
some of their own basic assumptions or ideologies, as well as those imbedded in
their organizational culture (Mason and Mitroff, 1981; Nystrom and Starbuck,
1984; Van de Ven and Hudson, 1985; Shrivastava, 1986; Mitroff, 1987; Weick,
1987; Pauchant and Fortier, 1990). Some managers have implemented a number of
specific mechanisms to facilitate these challenges. For example, some of them have
included outsiders in their rank and have implemented a number of workshops in
cM (see points 4 and 5): the top management of a firm in the chemical industry has
recently included two environmental activists on its board; the top management
at Sandoz France has included an expert in ecology in its cm team; others in the
oil industry have hired as key executives individuals with no previous backgrounds
in this particular industry nor in technology in general: others still have hired
outside consultants as “insultants”, as coined by Peter Drucker, in the attempt
to challenge some of their basic assumptions. Also, a number of managers have
started formal trainings and workshops in cM, going beyond the traditional issues
of security management, while others have initiated extensive workshops in crisis
simulation (point 6). These managers have understood that, above all, efforts in
CM require a personal, organizational and environmental knowledge as well as a
number of specific and tested capabilities. Some managers have taken these simu-
lations quite seriously. For example, a top executive in the chemical industry has
hired a former rB1 agent to head these efforts: others have used professional actors
for simulating the actions of the media, government officials or terrorists in crisis
situations: still others are simulating the potential responses in the media to the
actions implemented by executives; and currently, some managers, such as those
at Esso-sAF, do not even consider that such simulations could be done without
the active participation of diverse members of their community, such as local
governmental officials, media representatives, emergency personnel, etc.

The last member of the “strategic family” in cM is a strategy of diversification
(point 7). This strategy is perhaps the most traditional one to be applied to cm,
as it is widely used in fields such as finance or corporate strategy. However,
crisis-prepared managers do not only use this portfolio strategy of diversifying
their products, services or production processes. They also use this approach to
determine their cm efforts as well. Specifically, and as we have already stressed,
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these managers make a point of implementing at least one effort from each of the
five families described in Table 1, determining a “crisis management portfolio
strategy” (Mitroff et al., 1988b). Considering that no firm can ever prepare for
all crises or can even develop #// capabilities, these managers are thus attempting
to develop a systemic strategy in cm by implementing at least some efforts from
each family, capturing some of perspectives and assumptions imbedded in each.

Technical and Structural Efforts

This family of efforts is the one that is, currently, the most developed in organ-
izations. Most managers have started their cm efforts either by reacting to a
particular crisis or by focusing on a specific and technical area. For example, an
executive in an insurance company explained: “So far, we have focused on obvious
stuff ... On events that are in front of our eyes. It doesn’t take great insight to
realize that a bomb can be placed in your computer system.” As emphasized by
many authors in the field (see, for example, Smart and Vertinsky, 1977, or Fink,
1986), we have found that one of the first tasks implemented in organizations
has been to form a crisis management unit (cmv) (point 8). At first, the primary
function of the cmu was to provide a centralized power structure between dif-
ferent departments, allowing a rapid implementation of decisions in the midst
of a crisis (Hermann, 1963; Smart and Vertinsky, 1977). However, cmus are also
increasingly being used outside of crises situations (Lagadec, 1991; Pauchant and
Mitroff, in press). In these cases, their functions are to organize cMm efforts that
are more proactive in nature, i.e. to attempt to diminish the likelihood of crises in
the first place, as well as to develop an organizational learning process about crises
and cm. This ad hoc structure often regroups executives from different depart-
ments, such as legal counsel, governmental and environmental affairs, public
relations, security, engineering, human resources and finance, as well as the ceo
or coo and the vps in r&D or marketing in some cases (Mitroff et al., 1988b). Also,
in a few firms, this ad hoc structure is complemented with a more formal structure
in cM. For example, diverse new departments have been recently created in a few
organizations, headed by executives with the titles of “ve of crisis management”
or “vp for safety, health and the environment”.

Besides its structural existence and its legitimized power base, the cmU’s
effectiveness is also enhanced by different mechanisms such as the creation of a
dedicated budget for cm (point 9); the development of emergency manuals and
policies (point 10); the creation of a computerized cM inventory system (point 11);
or the creation of specific emergency facilities (point 12). In addition to creating
specific cm budgets for training and simulations, r&D or product and produc-
tion changes, some managers have also decentralized their decisional process to
take quick action in times of crises. For example, in an insurance company, infor-
mation system managers were given the full authority to “declare disaster” and to
switch the operation of their information systems to an external firm specializing
in computer emergencies, although each use of these firms involves a set-up fee
of $25,000. Some managers have also created usefu! emergency manuals and
policies. These manuals do not resemble the traditional 1,000-page emergency
manuals that generally sit on every shelf of staff personnel. Rather, these manuals
are user friendly and are continually updated under the supervision of the cmu.
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We have also found managers and professionals who had created a number of
cMm database inventories and computerized decision aids for cm. For example,
employees in a large food company are presently constituting a database for each
of the company’s plants, including information such as key names and contacts,
private communication channels, general plant history, number of employees,
types of production, potential hazards, detailed product inventory, emergency cap-
abilities developed on the site and in the community, types of health treatments
to be administered by types of emergencies, historical track record of the plant’s
incidents and improvements, contacts and history of relationships with local
emergency services, government officials and media, etc. As another example, a
group of professionals in an oil company has created a computerized tracking
system for accounting all technical incidents in their facilities, evaluating their
total costs, such as losses in productivity and environmental costs. As a third
example, in an utility company, a group of professionals is presently developing
a large computerized decision aid for crisis situations, integrating data for each
of its operation sites, such as transportation and communication infrastructure,
topography and hydrography, service infrastructures, demography, environmental
data, emergency plans, capabilities and contacts, etc. Lastly, cmu decisions are
assisted in some organizations by the creation of dedicated emergency facilities
similar to the “war-rooms” developed in the military. For example, the top man-
agement in an airline company has created a specific facility, equipped with the
most advanced information system capabilities and communication technologies.
As another example, the top management at Electricité de France has decided to
build exact replicas of several plants’ command centers, thus being able to address
a crisis from two locations at the same time.

The other technical efforts in cm can be regrouped in four general cat-
egories (see points 13 to 16): the reduction of hazardous productions, products
and services; the overall improvement of safety; technological redundancy; and
the use of outside experts and services in cm. The reduction of hazardous pro-
ductions can be viewed as an effort to diminish the potential tight-coupling and
complexity of a system (Perrow, 1984). These tasks, as well as those involved in the
development of design and safety, are often carried out by security management
and human resource personnel, including screening of employees, restricted
access areas, improved inspection and quality control, the use of security forces,
restricted computer access, etc. Technological redundancies are also often imple-
mented in organizations, as it is technical in nature. For example, after a large
telecommunication outage, a number of managers, having realized their dangerous
vulnerability on the availability of telephone network for their day-to-day oper-
ations, have implemented a number of redundancies, such as: the creation of
private line networks; the availability of microwave communications; the use of
several telephone network companies; the creation of various mobile units; or the
decentralization of their facilities (Pauchant et al., 1990). Lastly, to complement
their own emergency capabilities, a number of firms are also using outside experts
and services in cM. As an indication of this trend, firms specialized in computer
back-up and recovery, companies specializing in environmental emergencies or
consulting firms and research centers specializing in some aspects of cm have re-
cently become a growth industry.
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Evaluation and Diagnosis Efforts

The third family of cm efforts includes a number of diagnostic tools and processes
for guiding cum efforts. The first four of these diagnostic activities (points 17 to
20) are already in place in many organizations, but to various degrees. They
include legal and financial audits of threats and liabilities: modifications in insur-
ance coverage; environmental impact audit; and the ranking of activities by their
degree of criticality.

Legal and financial assessments of threats and liabilities are standard proced-
ures in many organizations. Often, the managers of crisis-prone organizations
focus primarily on these two areas. We have found that in these organizations,
lawyers are sometimes the first persons to be contacted in the case of a crisis, even
prior to healthy emergency services! The modification of insurance coverage is
also a common strategy used in cM. A number of issues in this area are currently
highly debated, such as the precise evaluation of the insurance cost and cover-
age for environmental disasters or the specific responsibilities of insurance com-
panies in the case of crises spread over time, such as in the asbestos case (Mitroff
and Kilmann, 1984; Sharplin, 1988). However, what seems to distinguish managers
in crisis-prone organizations from managers in crisis-prepared organizations in
this area is that the former often confuse the nature of an insurance with the nature
of cM itself. For example, as stressed by an executive in a transportation com-
pany which we have evaluated as dangerously crisis-prone: “cm is like an insur-
ance policy. You only need to buy so much.” In essence, this executive made the
simplistic assumptions that cMm is solely a reactive strategy, to be used only after the
occurrence of a disaster, as in the case of an insurance policy: and he assumed that
cM was only a cost, not considering it a moral and strategic necessity as well as a
competitive advantage as stressed previously.

Environmental impact audits are also conducted in many corporations since
they are required by law in several industries. However, here again, crisis-prepared
managers differ from crisis-prone ones in how they view these audits. Crisis-
prepared managers do not consider them only because they are required by the
law. Rather, and in addition, they view them as an opportunity to increase their
new conception of corporate excellence (see point 2). As stated by an executive
in the chemical industry: “In several areas we go way beyond industry standards in
safety and those required by the law. These innovations give us a considerable
competitive advantage over our competitors and give us pride in what we are doing”
(emphasis added).

Lastly, echoing the advice of different authors, such as Fink (1986), some man-
agers have ranked their activities in terms of the importance and criticality to their
daily operations. This criticality is assessed differently, depending on the specific
activities conducted in the firm, and is continuously reevaluated by the cmu.
Some have assessed the maximum number of days during which they can sustain
their daily activities without the use of diverse resources, such as personnel, cash
flow, technologies, inventories or data; others have identified the most important
customers or markets for whom they must prioritize their efforts; still others have
ranked the critical importance of their various products and services.

The other efforts in this cM evaluation family are currently developed only
in a minority of organizations. Early-warning signal detection (point 21) seems
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to be an advanced feature in cm, while the importance of this effort has been
emphasized by many researchers (Smart and Vertinsky, 1977; Dutton, 1986; Fink,
1986; El Sawy and Pauchant, 1988; Starbuck and Millinken, 1988; Quarantelli,
1988; Pauchant and Mitroff, 1990). The managers who have developed capabilities
in this area understand that most crises and disasters have a history that can be
studied with the appropriate process. For example, a total of 29 crises larger than
the Exxon Valdez disaster took place prior to Valdez, outside us waters; crises
similar to the 1988 Chicago telecommunication outage happened previously in
Brooklyn. New York City and Tokyo: and the Challenger disaster was preceded by
a trail of memos that precisely warned of the danger (Starbuck and Millinken, 1988;
Schwartz, 1989; Mitroff and Pauchant, 1990). Currently, some organizations have
a professional staff scanning for examples of crises in their industry or in related
areas: others have included this activity in their existing “Issues Management”
program (El Sawy and Pauchant, 1988); still others have hired specialized staff to
track specific issues, such as a Director of Communication Network assisting the
Chief Information Officer (Adler and Ferdows, 1990). In all these cases, findings
from this scanning effort are directly communicated to the cmu and are used to
orient further cm activities throughout the firm.

Even more rarely, a small minority of managers has started a dedicated research
program on potential hidden dangers (point 22). These managers are going
much beyond classical strategic analyses of vulnerability, focusing on competitive
moves, market fluctuations, regulatory changes or technological innovations
(Pauchant et al., 1991). In addition, they also systematically prompt for the dangers
hidden in their own products, resources and processes for themselves and their
environment. For example, the managers of a large pharmaceutical company have
created an “assassin team” which attempts to tamper the company’s products and
production processes, and a “counter-assassin team” which attempts to protect
them. Others, in the insurance industry, are budgeting “dependency costs” of their
technologies. These dependency costs are different from traditional evaluations
of the purchasing costs, operation, maintenance, training, repair or even emer-
gencies of technological systems, included in traditional cost—benefit analyses.
Rather, this cost includes, in addition, the total amount of business losses po-
tentially incurred by the organization and its stakeholders if these technologies
were to fail. Recently, this insurance company’s top management refused to
purchase a multi-million dollar information system on that basis, considering that
a too great dependency on that particular system was a competitive disadvantage.
It should be stressed that to challenge the “invisibility of technologies”, i.e. to
systematically expose and manage their dangerous hidden sides, is one of most
difficult tasks in cm (Mumford, 1966; Lagadec, 1990). Often, these dangerous
sides are only revealed through a crisis itself. For example, after a large telecom-
munication outage we have studied (Pauchant et al., 1990). most of the executives
and managers we interviewed reported gleaning a basic insight, however trivial it
first appears: they had rediscovered the importance of the telephone! In fact, given
the basic assumption that managers held about the availability of the telephone
and the current dependency of most corporations on it for both data and voice
communications, it is anything but trivial. One manager summarized it best when
he said rather humorously: “We all know where the dial tone comes from ...
it comes from God!” It is important to note that firms that had not previously
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challenged the dangerous hidden sides of this technology had focused their cm
efforts on a limited and traditional set of security features that did not protect
them from that particular outage: they had backed-up their records, protected
access to their computers and computer facilities, and they had enhanced their
own network. However, and this is the crucial point, they did not consider the
total context in which their telecommunication system operates: the telephonic
network. As three respondents put it: “We had redundancy before the outage ...
but our thinking at that time was that the problem would be in our system, not in
the carrier network itself”; “The plans we made before [the crisis] were directed
with regard to our system, not the telephone network”; “We took the telephone
for granted; we backed-up our own system and our network but not the tele-
phone system itself.”

Lastly, the critical follow-up and learning from past crises (point 23) is an
effort rarely developed in organizations, while the importance of learning from
the experience of crises has been emphasized by many authors in different fields
(May, 1950; Lippit and Schmidt, 1967; Meier, 1984; Nystrom and Starbuck, 1984;
Slaikeu, 1984; Van de Ven and Hudson, 1985; Reilly, 1987). Often, this learn-
ing opportunity is only provided when an investigation is mandated by court
order, such as in the case of the Challenger disaster. The present refusal by many
executives and managers to reflect upon past disasters is understandable. The
emotional burden induced by major crises can be extremely painful. In the field
of disaster research, it has been found that nearly one-third of the people involved
exhibit symptoms of anxiety for a period of three to five years or longer after the
occurrence of a crisis, including stress, headaches, nervousness, withdrawal, anger,
depression, guilt, physical illness, sexual impotence or increased consumption of
drugs or alcohol (Raphael, 1986; Lystad, 1988). Also, factors such as legal battles,
political maneuvering and pressures, blames, denial, media manipulations or
“defensive mechanisms” after a crisis, can potentially make this follow-up difficult
(Kets de Vries, 1977; Caldwell and O’Reilly, 1982; Lagadec, 1982; Gephart et al.,
1989; Mitroff and Pauchant, 1990). At present, about half of the managers we have
interviewed fully understand that crises are not only negative but that they also
provide tremendous opportunities for learning and for changing their strategic
behaviors. However, only a minority of managers have so far had the courage to
systematically study the effectiveness of their capabilities and actions during their
previous crises and have used this knowledge for enhancing their future efforts
in the domain. We will come back to this difficult problem when discussing the
psychological family of cm efforts.

Communication Efforts

"This fourth family of cm efforts concerns how executives manage the communi-
cations in their organization and what kind of information is processed between
them and their stakeholders. It seems that the two first strategies, media training
and public relations (points 24 and 25), are presently most popular, as an increas-
ing number of researchers and consulting firms offer a variety of expertise in these
areas (Lagadec, 1987; Browning, 1988). Currently, the media strategies used by
j&J during the Tylenol crises, i.e. high visibility, congruence, honesty and caring,
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are seen in North America and Canada as one of the most successful strategies
to be followed in crisis situations (Mindszenthy et al., 1988; Lagadec, 1991).
However, while crisis-prone managers have the tendency to believe that the sole
use of “a good message can resolve a bad crisis”, as implied by numerous authors
(see for example, Garden, 1979), crisis-prepared managers view these efforts as
only complementary to the other actions described in Table 1. Similarly, crisis-
prone managers are often over-concerned with their public image or confuse
the content of their message with the reality of crises (Starbuck et al., 1978;
Pauchant and Mitroff, 1988; Mitroff et al., 1989). For example, an executive in a
chemical company stated that a crisis was solely for its top management “to be in
the headlines”; in another example, a public relations director in a gas company
defined his job as “making the product invisible”, which, while understand-
able from a public relations perspective, had also the negative effect of increasing
the overall ignorance of potential dangers by the general public as well as by the
executives managing that company.

Divulging information to local communities (point 26), such as information on
the nature of dangerous products or productions, potential hazards, emergency
plans, etc., is another effort implemented by some organizations and is required by
law in several industries. For example, in the us, the “Community Right to Know”
act was further developed for the chemical industry after it was established that
members of the Bhopal community believed that this Union Carbide plant was
producing some “plant medicine”, and thus were neither prepared nor even aware
of its potential dangers (Bowonder and Linstone, 1987; Shrivastava, 1987; Bowman
and Kunreuther, 1988; Pauchant and Mitroff, 1990). This effort is often coupled
in many crisis-prepared organizations with increased relationships with diverse
intervening groups (point 27), such as police, health specialists, laboratories,
community representatives and officials, emergency services, governmental
agencies, media representatives, etc. In these cases, these groups are informed
of potential hazards and emergency plans are developed conjointly, prior to the
experience of a crisis.

Overall, it seems that managers in crisis-prepared organizations collaborate
much more often with other stakeholders than managers of crisis-prone organ-
izations (point 28), i.e. firms in the same industry, governmental agencies, sup-
pliers, customers, community members, etc. These managers have understood
that secretive attitudes or isolationist tendencies are detrimental to an effective
cM strategy (Collins, 1987; Mindszenthy et al., 1988). Also, these managers
have become keenly aware of their relative lack of power in managing major
crises simply through their own internal knowledge and resources (Trist, 1980;
Lagadec, 1990).

Lastly, crisis-prepared managers use different communication technologies for
crisis situations (point 29). In the us, for example, some firms have created a net-
work of 800 emergency lines. They are able through these lines to instantaneously
track the physical location of the calls received and establish an ongoing “geo-
graphical map” of the crisis. Also, while crisis-prone managers have the tendency
to focus their efforts on internal communications, i.e. communications between
members of the organization itself, and on technical data, i.e. accounting, in-
ventory, or financial and marketing data, crisis-prepared organizations focus on
the dual set of internal and external communications, as well as on technical and
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human communications, realizing that crisis situations require a “warm” medium
(Weick, 1988; Pauchant et al., 1990). For example, as four executives stated after
their experience of a communicational outage: “Our plans prior to the crisis
focused exclusively on data, not voice communication”; “We had no plans on the
voice side: it was a matter of policy to have contingency plans on the data side”;
the contingency plans we made before [the crisis] were mostly focused internally”;
“How could our customers call us when the telephone was down?”

Psychological and Cultural Efforts

This fifth and last family of cm efforts is currently the least developed in organ-
izations. This is the most subjective family in cm and often the most difficult to
implement as it often deals with less tangible or concrete factors, or with highly
emotionally charged issues such as fear, uncertainty, stress and anxiety.

Strong commitment to cMm by top management (see point 30), if not by
the ceo himself, is obligatory for developing a systemic strategy in this area
(Hermann, 1963; Starbuck et al., 1978; Smart and Vertinsky, 1977; Mitroff and
Kilmann, 1984; Fink, 1986; Shrivastava et al., 1988; Roberts, 1989). Unfortunately,
only a minority of top executives have currently championed these issues in their
organizations. In our research, we have found that the single most important
factor for convincing senior executives of the strategic necessity of cM was not
the recommendations by professional associations, nor the extensive coverage
by the media of a major crisis in the industry, nor even the strong insistence of
board members; it was the direct experience of repeated crises by top managers
themselves (Pauchant and Mitroff, in press). Virtually all the managers and
executives in crisis-prone organizations we interviewed, who deplored their cur-
rent lack of cm efforts, emphasized that a fundamental change in the mind-set of
their top management would be necessary before extensive efforts in cm would
be developed and that this change would, unfortunately, require the experience of
major crises. As they stated: “In this organization, we will need alot of ‘black eyes’
before we start anything in the area” (leisure company); “Our top management
believes they are ‘bigger than life’. They believe nothing bad can happen to them”
(health industry); “Our top management does not believe that bad things can
happen to us ... Contingency education is not done in industrial and technical
companies. It is viewed as a cost, not a profit. However, they do it in the medical
profession” (consumer good company); “The mind-set for senior management
is cost reduction and productivity. They believe if others are not doing anything
about it, why should we?” (information system company); “We cannot keep up
with technological innovations. We do not have the people, nor the training,
or the time to keep up. Senior management does not understand these issues.
We do live on the edge in some areas” (major airline company); “I'm the only
executive defending these issues. We will need a major disaster before anything
could change” (chemical company).

As we have emphasized at the beginning of this article, the development of
systemic efforts in cM requires a fundamental shift in corporate philosophy, an
understanding that a corporation can potentially become a destructive system in
addition to being a productive system. This is to say that cM requires the ethical,
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moral and political courage, as well as the cognitive and emotional strength, to
face and discuss a number of disturbing, uncertain, anxiety-provoking issues
(Shrivastava, 1987; Lagadec, 1991; Pauchant and Mitroff, in press). Crisis-prepared
managers have understood the necessity to confront their anxiety; some of them
have increased the number of their relations with activist groups, despite the
conflicts sometimes resulting from these relationships (point 31). For example,
managers in a telecommunication company have developed a network of such
groups, including minority groups, ecologists, consumer groups, social activists,
etc. This firm regularly pools these groups for understanding their views on crucial
issues and reports these findings to its cmu. As seen in point 21, others have also
integrated some representatives of activist groups in their formal structure. Again, it
seems that one of the most important factors that seem to typify managers of
crisis-prepared organizations is that they attempt to avoid an “us—them” mentality
(Pauchant and Mitroff, 1988). Rather, they try with all their might to understand
different perspectives and integrate, when possible, some of them in their cor-
porate strategies, establishing a shared purpose (Trist, 1980). An additional way
to detect early-warning signals is provided by some crisis-prepared managers by
systematically rewarding whistleblowers (see point 32) who warn of potential
threats and dangers that were previously invisible or not acknowledged (Fink,
1986; Boisjoly, 1988). While talking to these managers, it became evident that they
had developed an internal culture where the discussion of bad news was not only
tolerated but also encouraged. This activity was even sometimes formally recorded
in the employees’ evaluation files for future promotions. Further, a small minority
of executives have currently increased their knowledge and understanding of
criminal and pathological behaviors (point 33). For example, the top management
of a chemical company has sponsored seminars for its managers on subjects such
as the social and psychological roots of sabotage, the diagnosis of psychopathology
in organizations, or the dynamics of terrorism, hiring experts in psychiatry,
psychopathology and criminal behaviors. Unfortunately, these subjects are not cur-
rently integrated into the basic curriculum of business or engineering schools
and most managers lack basic training in tracking and handling these complex and
perplexing behaviors (Mitroff and Kilmann, 1984; Pauchant and Mitroff, in press).
Some crisis-prepared managers have also systematically amplified the visibility
for their employees of the human impact of crises (point 34). For example, in an
aerospace firm, the plant’s employees were briefed by a pilot who experienced a
technical breakdown which triggered a near-miss accident while testing a new
airplane. During two hours, this pilot explained in detail to these employees and
managers what he had experienced and felt when the problem occurred. By this
process, these managers attempted to render quality control less abstract, i.e. solely
stressing the necessity of total quality for competitive advantage. In addition,
through this special briefing, these employees become more aware of the direct
human implication of technical failures as well of their personal responsibilities
for the life of an individual they all knew and respected.

The next two strategies, psychological support of employees and the manage-
ment of anxiety (points 35 and 36), involve the management of highly emotionally
charged issues. The first focuses more on managing the psychological effect
of a crisis after it has occurred. As we have mentioned for the critical follow-up of
past crises (see point 23), the experience of a disaster has serious psychological
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consequences for a large number of individuals. To manage these post-crisis
traumas, a number of firms have hired external or internal psychotherapists while
maintaining a strict confidentiality on who is using these services. For example.
NAsa opened a crisis hot-line for its employees after the Challenger disaster. Also,
some managers are increasingly using the services of “post-crisis intervention
teams”, including psychotherapists, social workers and physicians, which have been
created in various communities for managing the medical and socio-psychological
effects of large disasters such as earthquakes, floods or fires.

Stress and anxiety management is more concerned with the management
of threatening issues prior to a crisis (point 36). This strategy is thus more pro-
active than the previous one. It consists of preparing managers and employees
to function relatively well even during a crisis, as well as helping them to surface
threatening issues in their organizations on a day-to-day basis. Some managers
have presently focused their efforts in this domain on their cMu’s members. Liter-
ally, all the research conducted on decision making under severe stress indicates
various strong cognitive and affective biases which hinder the effectiveness of
decisions. These biases include an overall tendency to overact during a crisis,
as well as the tendency to wish complete control and certainty: a bias for scape-
goating and blaming; a shortening of time perspective; a chronic tendency to
reduce the number of issues under consideration; an overevaluation of positive
news and an underestimation of potential problems; the development of a group
feeling of invulnerability; pervasive attempts to hold on to past frames of reference;
a tendency to enact reality; or a dangerous tendency to wish to be perceived as the
hero or the savior of the situation, or else wishing to be saved by an idealized person
or organization (Hertzler, 1940; Bettelheim, 1963; Kets de Vries, 1977; Smart and
Vertinsky, 1977; Holsti, 1978; Billings et al., 1980; Staw et al., 1981; Anderson,
1983; Dutton, 1986; Raphael, 1986; Lystad, 1988; Miller, 1988; Weick, 1988; Janis,
1989). Considering these powerful biases, some crisis-prepared managers are
formally working on these issues during their cm workshops and crisis simulations
(see points 5 and 6).

Others are also attempting to manage the anxiety surrounding cm in gen-
eral, not only focusing their efforts on their cmu. Through our research, we
have found that this effort was perhaps the single most difficult aspect of cm.
As we have emphasized throughout this article, developing a systematic plan
in cM requires the challenging of a number of basic assumptions, ideologies or
frames of reference, including the overall corporate philosophy, the concept of
corporate excellence, and the ability to view an organization as both a productive
and destructive system. However, considering the emphasis placed today in cor-
porations on notions such as growth, production and progress, to challenge these
basic assumptions often triggers a number of powerful defense mechanisms in an
attempt to diminish one’s experience of deep anxiety (May, 1950; Jaques, 1957;
Menzies, 1960; Becker, 1973; Pauchant, 1987). In our research, we have found
that crisis-prone managers use a total of 31 defense mechanisms or “dangerous
games” for rationalizing their lack of efforts in cm (Mitroff and Pauchant, 1990;
Pauchant and Mitroff, in press). We have already mentioned some of them in
this article, such as using the concept of corporate excellence as an excuse for a
lack of action in cMm; other defense mechanisms include the overall denial of
the potential of crises typified by the affirmation “this will not happen to us”.
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A variant of this mechanism is the limited acknowledgement of potential crises.
For example, an executive in a food company seriously affirmed that the worst
crisis that could happen to his customers was “not to find our product in their
stores”, not envisioning the possibility of a fatal food poisoning. Other managers
use the mechanism of projection, attributing to a particular person or a group of
persons the causes of their problems. This mechanism seems currently particularly
directed toward the media or the government, some crisis-prone managers
considering them as “evil”, the “bringer of bad news” or their “lifelong enemies”,
thus stressing again an us—them mentality (Pauchant and Mitroff, 1988). As a last
example, other managers are using the mechanism of idealization, attributing to
others magical capabilities for rescuing their organization in the case of a crisis
(Kets de Vries, 1977; Miller, 1988). For example, an executive in the oil industry
declared seriously that “our CEO can handle any crisis”.

It should be emphasized that defense mechanisms, such as denial, projec-
tion or idealization, are normal and healthy responses developed by human
beings when confronted by a major threat. In essence, they allow individuals to act
even when confronted with a terrifying threat. These mechanisms are at the root
of innovation and heroism. However, and this is the crucial point, these defense
mechanisms also have the tendency, when too extreme or too frequent, to increase
the vulnerability of individuals and organizations alike by not allowing them to
evaluate or anticipate a potential danger (May, 1950; Jaques, 1957; Menzies, 1960;
Becker, 1973; Starbuck et al., 1978; Lagadec, 1991; Pauchant and Mitroff, in press).
Crisis-prepared managers have understood this fundamental difference. In a
nutshell, their executives and managers allow themselves to be somewhat anxious,
acknowledging the proposition made by existential philosophers and psychologists
that one of the most fundamental lesson for human beings is to accept to be
“rightly anxious”, without succumbing to dread (Kierkegaard, 1844; May, 1950;
Tillich, 1952; Becker, 1973). While we are not suggesting that organizations
need to develop seminars for in-depths studies of the works by Ernest Becker,
Albert Camus, Rollo May, Soren Kierkegaard or Jean-Paul Sartre, the theme of
existential anxiety is central in relation to crises (Mitroff and Pauchant, 1990;
Pauchant and Mitroff, in press). For example, several managers and executives in
crisis-prone organizations who deplored their lack of cm efforts commented on
this lack of acknowledgment of anxiety in their organizations: “In this company,
we’re supposed to be ‘macho’ enough to take it. It’s impossible to get approval
on a seminar if it has the word ‘stress’ in it” (airline company); “This company
does not understand how stress is related to bodies and actions. There has never
been a formal workshop on stress management in this company” (consumer good
company); “We’re supposed to be ‘winners’. Anybody who would suggest any fear or
anxiety is seen as a ‘loser’ (telecommunication company); “The worst sin you can
commit over here is to question our taboo about excellence” (chemical company).

The last member of the psychological and cultural family in c¢m also concerns
this existential dimension. It consists in symbolically remembering past crises ex-
perienced by an organization (see point 37). Some crisis-prepared managers have
understood that to formally acknowledge these events is healthier than denying
them and that, even in the absence of these formal acknowledgements, managers
and employees alike painfully somehow remember crises anyway, as seen pre-
viously. As examples of these efforts, managers in a large food organization wear
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black arm bands to symbolize their mourning on the anniversary of their most
important crises; other managers have institutionalized mourning ceremonies
as well as developing symbols of these events, celebrating both their failures
and successes.

Conclusion

To repeat what has been stated previously we did not find any firm which has
developed all the cwm strategies described in Table 1. Rather, crisis-prepared
managers, i.e. managers who have developed a systemic approach in cm, have
made sure to implement seriously at least one strategy in each of the five families
we have described, depending on their particular situation. The composite list we
have proposed in this article should therefore be seen as a non-exhaustive list of
potential actions to be implemented if one takes a systemic view of crisis and crisis
management. Currently, most cm plans are dangerously fragmented, focusing
primarily on one or two cm families. This fragmentation is apparent in both
corporate actions and the scientific literature in cm. For example, we have found
that the technical family in cm was 200 times more developed in corporations
than the psychological and cultural one (Mitroff et al., 1988a), and that
only 16% of the scientific articles published in the field of cm even mentioned
this psychological domain (Pauchant, 1989). However, as we have stressed in this
article, crisis-prepared managers have understood that cm requires a focus on
both technical and human actions, as well as on their inter-relationship, and have
recognized that one of the most difficult issues to be overcome is the experience
of deep anxiety, i.e. the existential dimension of cm. On this subject, it is sad
to realize that existential issues in organizations have been virtually ignored by
management scholars. However, this particular perspective would be especially
helpful for understanding better the realities and the actions of executives and
managers in relation to crises (Sievers, 1986; Schwartz, 1990; Pauchant, 1991;
Pauchant and Mitroff, in press).

Without any doubt, much more research is needed in the field of cm. As we
have argued previously, we are still far away from a rigorous theory of “crisiology”.
However, the field has advanced enough in terms of concepts and models to dismiss
the faulty rationalization that managers should not implement any actions in the
area for lack of conceptual and “scientific” guidance (Pauchant and Mitroff, in
press). Indeed, crisis-prepared managers have already started to implement a
number of very innovative and effective actions in the area, based on their systemic
and ethical view of crises.

While the content of some of the strategies described in this article can be
seen as somewhat strange or unusual in a business setting, we believe that these
strategies will become standard procedures in the near future. Fundamentally, cm
is mot to get back as soon as possible to “business as usual”, i.e. to come back as
rapidly as possible to the situation experienced prior to a crisis (Mitroff, 1987). At
the core, cMm is the realization that the managers of an organization have a moral
and social responsibility toward themselves, their organization, their stakeholders,
society in general, and the fragile ecology of the planet. The managers of crisis-
prepared organizations have already integrated some of these responsibilities in
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their corporate philosophy and strategies, and have developed from these efforts
a number of competitive advantages over their competitors. We thus strongly
believe that the strategies currently developed in these organizations will be
some of the most strident criteria that will characterize an “excellent” company
in the 21st century.
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Introduction

’ I \ here can be different types of social entities attempting to cope with crises.

Out of such spheres as individuals, households, groups and societies (e.g.

Drabek, 1986) our sole focus will be on formal organizations, both private
and public. There can also be different types of collective stress situations (See
Barton, 1970), but our discussion will deal exclusively with consensus type com-
munity crises generated by natural or technological agents of what most workers
in the area have come to conceptualize as ‘disasters’ (Quarantelli, 1982). As such,
we will neither deal with conflict type situations such as wars, civil disturbances,
riots, terrorist attacks, ezc. nor with zon-community kinds of disaster crises, such as
most transportation accidents which do not impact the functioning of a community
(see, for example, Quarantelli, 1985). These distinctions between the kinds of
entities which can be stressed (i.e. individuals, organizations, societies, etc.), be-
tween consensus and conflict types of collective stress situations (i.e. disasters
or hostile outbreaks), and between community impacting and non-community
impacting kinds of disasters are important distinctions developed in the disaster
literature which has accumulated over the last 35 years (see Britton, 1987; Kreps,
1984; Quarantelli and Dynes, 1977).

This article generally summarizes and highlights the major research findings
that have been established about organizational behaviour at the emergency stage
of community disasters. It does not report the findings of any particular study, but
draws mostly, although not exlusively, from the collective work of the Disaster
Research Center (DRC). DRC has undertaken nearly 500 different field studies of
disasters and mass emergencies since it was founded in 1963 at The Ohio State
University and now at the University of Delaware. (For DRC history and activities,
see Quarantelli, Dynes and Wenger, 1986.) Drawing from the variety of DRC
sociological and social science research on group and organizational preparations
for, responses to, and recoveries from community-wide emergencies, particularly
natural and technolgical disasters, this article primarily focuses on aspects of
organizational preparedness planning and managing of disasters. (For summaries
of DRC studies see Quarantelli, 1980; for others, see Drabek, 1986.)

The Focus
It is very easy to assume that if there has been disaster planning there will be suc-

cessful crisis or emergency time management. After all, that would seem to be
the ultimate purpose of planning ahead of time. Unfortunately, however, research
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has shown that is far from being the case; there often is a big gap between what
was planned and what actually happens in a major disaster crisis. There is, in fact,
only a partial correlation between the undertaking of preparedness planning and
the successful or good management of community disasters.

The reason for this is twofold. One is that the preparedness planning can be
poor in the first place. Thus, if disaster planning is agent specific rather than
generic, if planning is too segemented or segregated rather than involving all
relevant social factors, or if the planning demands artificial or far-from-everyday
activities, there will be implementation of that kind of poor planning in actual
disaster situations (Quarantelli, 1985). Poor planning can only encourage poor
management activities. This is the more obvious of the two major reasons why
successful crisis management does not automatically follow from disaster pre-
paredness planning.

Given that, the other reason will be discussed, namely a failure to recognize
that the principles of crisis management are different from the principles of
disaster preparedness planning. Studies of disasters have demonstrated that organ-
izational officials do not always distinguish between the two processes or activities,
with consequent negative results. Sometimes it seems to be assumed that because
preparedness planning is in place, management of the disaster will only require
implementation of the prior planning. But preparedness planning and emergency
managing are not simply two sides of the same coin.

Perhaps if a parallel is drawn, the last point can be made even more clearly. The
military draws a distinction between strategy and tactics. In fact, they teach, and
try to implement in practice, the differences between the two. Strategy, in gen-
eral, has reference to the overall approach to a problem or objective. But there
are always situational factors or other contingencies which require particular ad-
justments to attain a specific goal if the overall objective is to be attained. This
is the area of tactics. In somewhat parallel terms, good disaster preparedness
planning involves the general strategies to be followed in readying for sudden com-
munity emergencies. In good crisis management, particular tactics are used to
handle the specific situational contingencies which are present or which arise
during the course of an emergency.

Clearly, it is usually impossible ahead of time to spell out in detail the particular
tactics which have to be used because, almost by definition, they will be relatively
specific to the actual situation encountered. Good crisis management, to a con-
siderable extent, is the application of tactics which are specifically relevant to
the situational contingencies of a given community disaster. However, just as the
military finds it possible to advance tactical principles in addition to strategical
principles, disaster researchers can point to some of the tactical considerations
which are involved in effective and efficient crisis management, This will be
done by indicating what research has ascertained as the management problems
in community disasters.

Before turning to that, it should be indicated that, contrary to most popular
images, the major source of problems in disasters are not victims themselves.
Apart from the disaster agent itself, in most, but not all cases the major source
of problems in disasters is to be found in the organizations responding to the
emergency (Dynes, 1974). If there is to be major improvement in disaster plan-
ning and disaster crisis management, it will have to come in changing the behaviour
of the relevant emergency organizations (Dynes, Quarantelli and Kreps, 1981).
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Research has shown that successful disaster management results from emergency
organizations coping well with certain problematical matters.

In particular there tend to be, in the typical community disaster, management
problems with respect to: the communication process and information flow; the
exercise of authority and decision-making; and, the development of co-ordination
and loosening the command structure.

The Communication Process and Information Flow

The term ‘communication process’ is used deliberately to emphasize that this
problem generally involves what is communicated rather than how communication
occurs. In most disasters, there is seldom much destruction or damage communi-
cation equipment or facilities, be they radios, phones or computers. To be certain,
in some cases, part of the telephone system may become temporarily inoperative
(actually in certain instances the phone company itself may take several exchanges
out of service to reduce overloading the total system), but ham radio networks or
relays of runners are frequently used as substitute means of communication. On
occasion there may be some scarcity of equipment for the given emergency
demands, but this usually reflects the pre-impact situation rather than being a
consequence of disaster agent impact.

Given the usual physical presence of communication means, the real problems
in this area are in poor, incomplete, or inefficient information flow. The means
for processing communication will be present, but the information sent will not
meet the requirements of the situation. Too often disaster preparedness planning
focuses on the means of communication, leaving those managing crises struggling
to cope with exigencies of information flow.

Organization problems associated with information flow are evident in at least
five different categories of organizational behaviour: (1) intra-organizational;
(2) interorganizational; (3) from organizations to the public; (4) from the public
to the organizations; and (5) within systems of organizations.

The discussion which follows examines both mythological beliefs and the real
information flow problem of organizations in community disasters. It indicates
how false assumptions about organizational behaviour can undermine, and thus
invalidate, disaster preparedness planning and requires tactical management of
specific difficulties.

(1) Intraorganizational Information Flow

All organizations have to communicate internally and constantly exchange infor-
mation among group members under normal conditions. The communication
system is designed to process and exchange relatively predetermined types and
quantities of information. However, during a disaster, the number of staff using
the communication system will often increase greatly. This is created in part by
internal staffing changes undertaken by the organization to meet the demands of
the crisis situation. For example, double shifts may be used or volunteers may be
incorporated into the workforce. Often, the existing communication system
cannot accommodate the volume of information required by these additional
system users. When the extra demands upon the internal communication system
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exceed its capability, this results in ‘overload’, the net result of which causes either
communication system failure or results in the loss or delay of information to,
from, and among staff members.

Communications are normally supposed to go through certain channels. In
non-crisis situations, the flow of information follows the usual organizational
chain-of-command. Thus, system user information needs, conditions under
which information is to be exchanged, and the flow of information from the top
to the bottom and vice versa, are relatively clearly defined. However, during a
disaster the channelling of information throughout the organization becomes
more complex. For example it is not unusual for: several individuals to occupy
a position previously held by one person; officials to assume non-routine tasks;
and/or, officials to be reassigned to work in temporary emergency positions within
the organization. These and other factors can lead to the creation of situations
where the normal channels of communication are insufficient to ensure that all
relevant information will reach those group members who should be informed
of organizational activities.

Preparedness planning can be very helpful in alerting and sensitizing relevant
officials to the indicated sources and kinds of problems likely in intraorganizational
informational flow. However, the great number of possible combinations and con-
tingencies necessitates that managers at times of emergencies be creative in
devising the tactics to address them. As such, exercises and training on how to be
creative and imaginative under such circumstances would be more useful than de-
tailed disaster plans.

(2) Information Flow between Organizations

Under normal circumstances, officials from different organizations will often com-
municate informally, since frequently the interacting parties are familiar with
one another as friends and/or acquaintances. However, when a disaster occurs,
formal contacts must often be established with previously unknown officials
within organizations with whom there had been no pre-disaster relationships. In
fact, it is not unknown for groups to be interacting with groups whose very exist-
ence was unknown before the emergency. Given this, formal informational flow
between officials unfamiliar with others in strange organizations, will be difficult
to initiate and maintain.

Prior planning can sometimes identify the more likely key organizations which
will be involved in responding to a disaster (e.g. typically all the emergency organ-
izations in the community, including the local emergency agency). However, it is
particularly difficult to predetermine likely extra-community responders (except
for very specifically oriented groups dealing with hazardous chemicals or radio-
active materials). Training and exercises therefore have to emphasize that disaster
managers must anticipate having to work with unfamiliar officials and groups, and
use ways of identifying themselves (e.g. by name tag or distinctive head gear).

(3) Information Flow from Organizations to the General Public

During normal times it is the rare organization which has to communicate with
the population at large (most mass media system outlets would be examples of the
exception). However, in disasters, organizations may have to pass on information
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to citizens in general, but this is often done rather poorly. Frequently this results
from the organization’s failure to understand that what is meaningful information
to organizational personnel is not necessarily useful to endangered persons. For ex-
ample, officials may gather detailed information about a flood or chemical
threat. Using this information the organization will subsequently issue an official
statement of instruction to the general public which omits the details of its
findings and other relevant information. For example, an announcement advising
people to leave a dangerous area may be stated as follows: ‘Evacuate X street or
Y neighbourhood’. Though officials may well know the limits/boundaries of the
endangered zones, the relative degree of’safety in other areas, and other details,
the aforementioned instruction may well be the sum total of information in the
public warning statement. Thus, the public is often forced to ascertain the ex-
tent of the danger, what is required of them during the evacuation, and where it
might be safe to relocate Hence, all too often, organizations which are well in-
formed about events (e.g. new locations where paychecks may be issued or food
supplies picked up) and potential threats mistakenly assume that their public state-
ments will be as clear to the general population as they are to the organization
officials issuing them.

Preplanning can address some of the general topics that an organization
may want to communicate to the public in a disaster situation. Specific content
details, however, have to be matters of tactical consideration. On the other hand,
specificity of messages and clarity as to intended audiences can be thought of as
principles of disaster management.

(4) Information Flow from the Public to Different Organizations

Conversely, the public often has difficulty obtaining emergency-relevant infor-
mation from organizations. For example, frequently people will bombard certain
groups with requests for aid, will ask the more visible public groups what should be
done, where to obtain certain things, and so forth. A frequent result s the inability
of high visibility organizations to process efficiently large volumes of information.
"Typical is the effect of the flood of telephone calls to police departments when any
untoward event occurs in a community. The police switchboard often becomes
so overloaded with calls that all communication, both within and outside the
organization, is interminably delayed.

In addition to normal (i.e. organizationally relevant) requests for aid and
assistance, organizations must often respond to requests for information that is not
part of the usual flow. Few organizations can respond effectively to non-routine
questions. Consequently, persons assigned to switchboards or complaint desks
often find themselves unable to cope with the increased demands for new kinds
of information during crisis situations.

In preplanning, the more likely sources of citizen convergence for information
can probably be identified for disasters generally and some specific disaster agents.
But how to handle the problem is more of a management issue. Nevertheless,
recognizing that there may be an information flow convergence on an organization
can allow consideration of the tactical options that might be used (e.g. what organ-
izational office will be designated as the sole contact point to handle enquiries,
where that office itself will obtain information, and what kind of questions will
not be answered). This will avoid the informational disaster which occurred, for
instance, at Three Mile Island (see Dynes et 4/., 1980).
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(5) Information Flow within Different Systems of Organizations

Often overlooked are information flow problems which arise as a result of the
mobilization of different systems of organizations during community disasters.
There is a tendency to think of organization not as systems, but rather as com-
ponents operating independently of each other. But often there are sets or systems
of inter-related specialized, organizations which are designed to perform particular
disaster-related tasks.

Thus, there are medical systems delivering emergency medical services, while
police and/or military systems provide security. The accomplishment of these and
other disaster-relevant tasks involves far more than one-way information flow
among participating organizations. Rather, there are multiple two-way and chain
communications between different kinds of multi-layered groups. In a medical
system, there may be several first aid stations or triage points, ambulances or trans-
porting units, primary and secondary hospitals (both public and private), and
segments of different authorities operating within diverse jurisdictions. Although
the information flow within an organizational system is difficult during non-
stressful periods, it can, and often does, become quite problematic during a com-
munity disaster, especially since there is an emergent quality in the behaviour of
many systems at such times (e.g. key decision-making points may shift, as when
the head nurse, and not the hospital administration, of a hospital may informally
cut off victim intake).

Which organizational systems are likely to be operative at times of disasters
can usually be identified in preplanning. But how to handle ensuing problems
in system information flow as a result of emergent tasks and entities (see, for ex-
ample, Quarantelli, 1984) will often be a matter of management tactics. Some
studies of organizational emergence do provide some cues; for instance, we
would hypothesize that it is easier to cope with information flow problems in sys-
tems that are primarily made up of vertically linked rather than horizontally
linked subunits.

The Exercise of Authority and Decision-Making

Disasters require that some agencies and officials assume responsibilities, and
make decisions. If the exercise of authority is weak during non-stressful periods,
it will prove even weaker when disasters strikes. If authority is very weak in the first
place as is true, for example, in many county governments in the United States,
it can completely disappear when disaster strikes. However, even if we assume that
the exercise of authority among agencies and officials during periods of normalcy
are operating properly within a community, there will be problems during the
emergency phases of disasters. The difficulties which surface, however, are often
not those commonly anticipated, and have more to do with decision-making than
the authority structure.

Thus, the chain-of-command and lines-of-authority do not break down in
established organizations. Even if there is inadequate information flow during
a disaster, officials usually continue to exercise their formal authority and fulfill
their normal duties and responsibilities. If higher-echelon officials cannot be
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reached, personnel at the middle and/or lower echelons often make decisions
they do not normally make. Even rigid bureaucracies will bend on this matter
when faced with clear-cut crises that require an immediate organizational decision
or response; in fact, decentralized organizational decision-making is a common
feature of disaster.

A common belief is that organizations may be unable to function effectively
due to conflict between the work role and the family role of officials. Occasionally
expressed is the concern that important officials or key personnel will either not
report to work or will leave their jobs when disaster strikes because of a concern
or a need to take care of their victimized families. Research has shown that this
so-called role conflict does not result in the abandonment of, or failure to carry
out, occupational responsibilities (See Dynes and Quarantelli, 1986). At least it
is not a major problem, especially in the higher echelons of organizations, for ex-
ample, those positions carrying the most authority. It is clear that officials can be
expected to do their jobs, although there is psychological strain for those caught
in such a role conflict.

Neither are there many problems arising from questions concerning which
organizations have been delegated the authority and responsibility to perform trad-
itional tasks during periods of disaster. Thus, there are seldom disputes concerning
who fights fires, repairs telephones, performs major surgical operations, or other
specialized tasks. Such matters are the traditional responsibility of certain local
groups. A disaster is unlikely to alter the normal pattern.

On the other hand, there are at least four problem areas involving organiza-
tional decision-making in community disasters: (1) loss of higher echelon per-
sonnel because of overwork; (2) conflict over authority regarding new disaster
tasks; (3) dashes over organizational domains between established and emergent
groups; and, (4) surfacing of organizational jurisdictional differences.

(1) Personnel Burnout

This problem stems from the strong tendency on the part of key officials in pos-
itions of authority to continue working too long, Such personnel who remain
on the job around-the-clock during the disaster will eventually collapse from
exhaustion or become inefficient in their decision-making and other areas of re-
sponsibility. More importantly, when such officials are eventually succeeded by
others, their successors will lack certain information to exercise the necessary
authority, because crucial data will not have been formally recorded. Decision-
making requires relevant knowledge. Officials with the appropriate information
will not always be physically capable of working beyond a certain point. If such
officials occupy key decision-making positions, the disaster response capability
of the organization can be seriously impaired.

At one level the problem would appear easy to solve; key decision-makers
should be rested and/or replaced. For organizations with work shifts (e.g. many of
the community emergency organizations) this often can be preplanned. For others,
it becomes a question of tactical management and ensuring that personnel burn-
out does not occur (e.g. mandating 12-hour tours of duty) and that replacements
be available (e.g. recalling personnel on vacation).
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(2) Organizational Authority Conflicts

Determining who has the organizational authority to peform new disaster-related
tasks is another major problem. When there are new disaster-related tasks to be
performed, questions almost inevitably arise about which organizations have the au-
thority to assume them. For example, the responsibility for performing large scale
search and rescue activities or mass burials of the dead are normally not ever-
day tasks of established emergency agencies. But some group will have to take
them on in a large scale community disaster.

"To some extent, me problem can be avoided by disaster preplanning. However,
for a variety of reasons, communities often have difficulty in planning which organ-
izations should have responsibility for new tasks. The consequence is that the
matter has to be attended to in an ad hoc fashion by the key decision-makers among
those managing the emergency.

(8) Organizational Domain Conflicts

Authority and decision-making problems surrounding the performance of trad-
itional tasks sometimes arise between established organizations and outside or
emergent groups. For example, for the most part, ‘area security’ is considered a
traditional local police function. Conflicts can arise if state police or military
personnel move into the disaster area and also attempt to provide security. Such
actions are often viewed by the local police as an attempt to usurp their authority.
This issue is sometimes manifested in disputes over who has the right to issue
passes allowing entry into a restricted impacted zone.

The situation is even more complex when the competing organization is an
extra-community group or an emergent group, as for example, when nonlocal
relief or welfare agencies provide services during a community disaster. Though
they may be exercising their mandated or usual function of providing standard
services, such agencies are frequently viewed as intruders into the domain of local
agencies while performing such functions. If the outside or local relief group is a
new organization, established local agencies undertaking the same disaster tasks(s)
are almost certain to ask questions about its legitimacy and authority.

The problem often cannot be well handled in preplanning because the con-
vergence from outside the impacted community is almost always of such a massive
nature that it cannot be controlled in any way (Fritz and Mathewson, 1957).
However, sensitivity to an almost inevitable clash between ‘locals’ and ‘outsiders’
will soften attributing the matter to ‘personality clashes’ and correctly seeing it
as a social structural issue. At least that suggests managing tactics that focus on
organizations rather than people.

(4) Organizational Jurisdictional Differences

Community disasters frequently cut across jurisdictional boundaries of local organ-
izations. This creates a great potential for conflicts. During non-crisis periods,
vague, unclear or overlapping authority and responsibility can often be ignored.
During disasters this is frequently not the case. Since disasters sometimes require
immediate actions and decisions, unresolved jurisdictional issues often surface at
the height of an emergency period.



quarantelli m disaster crisis management 53

This is one of the more difficult organizational problems in disasters since it
comes out of the pre-impact situation and can have consequences for the post-
disaster period, often fuelling or adding to the everyday community conflict picture
(Quarantelli and Dynes, 1976). Tactically, a good solution is to obtain temporary
consensus on areas of responsibility with the understanding that there will be no
formal carryover into the recovery period. This might avoid perceptions and charges
of seizure of organizational domains or turfs.

The Development of Co-ordination and Loosening
the Command Structure

"Too often disaster planners and managers assume that centralized control has to
be imposed, from the top down, on emergency activities. This image is often sum-
marized in the question: Who is in charge? This involves what has been called
‘the command and control model’ obstensibly taken from the military area.
However, research has consistently shown that this is not a good model for
disasters and makes the wrong assumptions about what is likely to be happening
and what is needed (e.g. Dynes, 1983). But co-ordination, not control, is what is
required and partly achievable. In fact, even in the military, the command and
control model can seldom be applied well in actual combat situations; it is non-
applicable and likely to be dysfunctional in a civilian context. Loosening rather
than tightening up the command structure is better for the emergency periods
of disasters, although not necessarily so for other phases. Co-ordination is what
is needed to be emphasized both in disaster emergency planning and managing,
at least in developed societies.

However, while desirable, organizations typically experience a large number
of co-ordination problems during a community disaster. Three major problems
have been noted in social science research: (1) lack of consensus among organ-
izations concerning the meaning of co-ordination; (2) strained co-ordination
between organizations working on common but new disaster related tasks; and,
(3) difficulties in achieving overall co-ordination in a community disaster of any
magnitude.

(1) The Lack of Organizational Consensus

It is unusual to find any organization which does not agree, in principle, that co-
ordination is needed during disasters. The problem, however, is that ‘co-ordination’
is neither self explanatory nor a matter of much consensus. At one extreme, some
organizations view co-ordination, at best, as informing other groups of what they
will be doing in the disaster. At the other extreme, some organizational officials
see co-ordination as the centralization of decision-making in a particular agency
or among a few key officials, thus confusing control and co-ordination. Given such
diverse views surrounding the meaning of co-ordination, it is not surprising that
even when a formal pre-disaster agreement to co-ordinate the disaster response
exists, there can occur mutual accusations that one or both parties have failed to
honour the agreement.

But prior agreement or not, an understanding of what co-ordination means
in operational terms has to be developed if crisis management is to proceed well.
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Thus, organizational officials should be asking more than telling, requesting
rather than ordering, delegating and decentralizing rather than narrowing and
centralizing at the height of the emergency (Dynes, 1974). An attempt can be
made to impose command control and this is sometimes done with the experience
being cited as confirming the relevancy of the action, but this overlooks how
things might have proceeded much better with a co-ordination model. As we have
discussed elsewhere, experience of a single disaster is not necessarily good; it is
possible to learn nothing at all, or worse, to learn the wrong lessons (Quarantelli,
1987). ‘War stories’ contribute little to military strategy and tactics, ‘disaster
stories’ can be as similarly uniformative and useless, even though they may be
dramatic or interesting.

(2) Strained Organizational Relationships Created by New Disaster Tasks

It is difficult to have co-ordination (i. e. mutually agreed linking of activities of
two or more groups) between organizations working on common but new tasks.
Even local agencies accustomed to working together, such as police and fire
departments, may encounter difficulties when they suddenly try to integrate
their activities to accomplish a novel disaster task, such as the handling of mass
casualties. While police and fire personnel may be accustomed to recovering a few
bodies resulting from traffic accidents or fires, the large number of deaths resulting
from a major disaster will pose a co-ordination problem. Itis partly the newness of
many disaster tasks which create strained relationships among organizations
which have previously worked together in harmony. Also, in daily operations
there can be a gradual development, frequently on a trial and error basis, of a
working relationship between two groups concerned with the accomplishment
of a common goal. Such gradual developments of co-operative relationships are
generally an impossiblity given the immediate demands during the emergency
phase of a community disaster.

Preplanning can sometimes identify both the interacting groups and the new
disaster tasks which they might undertake. But a lack of experience in such a
joint enterprise often creates management difficulties at the height of the crisis.
Here, as in most other cases, emphasis should be on the principle of remaining
as close as possible in the disaster situation to the most familiar of people, activ-
ities, interactions, ezc. While new social actions and behaviours are sometime
necessary in an emergency context, generally the new should be as close as pos-
sible to the old.

(3) Impact of Disaster Magnitude

The larger the scope of a disaster and the greater the number of responders, the
less is the likelihood of success of any overall organizational co-ordination. In fact,
efforts to attain such co-ordination underlie the imposition of martial law or the
designation of national military forces as the decision-makers during the disaster.
Historically, neither event has ever occurred in the United States, although both
are relatively common measures undertaken during catastrophes in developing
countries (for similarities and differences between disasters in developed and
developing countries, see Quarantelli, 1986). But these steps do not always produce
overall co-ordination. This is understandable.
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In almost any society, major community disaster will precipitate a mass con-
vergence of non-local organizations upon the disaster site (Barton, 1970). The
numbers involved, the different levels of the social structure which they represent,
the heterogeneous mix of public and private organizations involved, and so forth,
virtually assure the impossibility of achieving total overall co-ordination during
the emergency period. Good prior disaster planning may reduce effectively the
convergence of such organizations and thus allow a relative degree of overall co-
ordination. But such co-ordination remains relative at best and is frequently never
fully achieved — either by prior planning or by the use of ad hoc efforts — during
the emergency period. The magnitude and increased frequency of new tasks to
be performed, coupled with the need to integrate too many established, emergent
groups and organizations, minimizes the effectiveness of overall organizational
co-ordination during disaster situations.

It is to be noted that the evaluation criteria used to judge the consequences
of not achieving total organizational co-ordination determine to a large extent
the significance of co-ordination in promulgating an effective community response
to disaster. If efficiency of response is rated highly, lack of co-ordination can be
deemed a serious problem. If, instead, effectiveness of response is judged more im-
portant, it is possible to tolerate a much lower degree of overall co-ordination.
Co-ordination is sometimes discussed as if it were an absolute good. This is not
true. There can be relatively effective organizational responses in disasters without
a high degree of co-ordination.

To indicate the above does not mean that preplanning and managing activities
should not be directed at maximizing overall organizational or community co-
ordination. Because everything cannot be achieved does not mean beneficial
measures are impossible. But a recognition of probable limits can make for
greater realism.

In fact, one general theme of this article is the need for disaster planners and
managers to operate in the real world. As this article has tried to show, this in-
cludes understanding the actual and not mythological organizational problems in
disasters and that many of them have to be handled as crisis management tactical
matters rather than preparedness planning strategies. Further study may refine
these general points but it is very unlikely to contradict the research findings and
implications that have been discussed in the preceding pages.
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Working in Practice but Not in Theory: Theoretical Challenges
of “High-Reliability Organizations”
Todd R. LaPorte and Paula M. Consolini

Source: Journal of Public Administration Research and Theory, 1(1) (1991): 19-47.

ublic administration practitioners and scholars harbor no illusions about

organizational perfection (cf. Jaffee 1973).! They do not expect bureaucracies

to be error-free. People make mistakes, machines break. No one is perfect
and no organization is likely to achieve this ideal. Indeed, administrative folklore
teaches that errormaking is the normal bureaucratic condition: “Murphy (and his
law) Lives!” Yet some organizations must not make serious errors because their
work is too important and the effects of their failures too disastrous. This is espe-
cially true with organizations that operate technologies that are very beneficial,
yet costly, and hazardous.

Since midcentury, a number of technologies have emerged that have great pro-
ductive as well as destructive powers. Increasingly, any failure of these technologies
is perceived by both their operators and the public to have such potentially grave
consequences as to warrant the absolute avoidance of failure. Examples abound:
operating nuclear power plants; industrializing genetic engineering; air-traffic
control; identifying dangerous drugs; assuring the safety of bridges and dams;
using pesticides in agriculture; and, less dramatically, distributing electric power.
Perhaps for the first time in history, the consequences and “costs associated with
major failures in some technical operations are greater than the value of the lessons
learned from them.”” This is an altogether remarkable and unexpected situation.
It suggests for such organizations that learning from trial and error in operating
their central production systems, while certainly likely, does not recommend itself
as a confident or preferred method of system improvement.

The result is an organizational process colored by efforts to engage in #rials
without errors, lest the next error be the last trial. The more important the benefit,
the more likely the operating organizations will be pressed to sustain failure-fiee
organizational performance — the avoidance altogether of certain classes of incidents
or accidents judged by overseers to result in absolutely unacceptable consequences.
In effect, organizational and political leaders and the public hold contradictory
views. It is said that, “Of course, we can’t depend on bureaucracy. Mistakes are
made routinely, they’re run of the mill. We’ll learn from them to do better.” Yet,
“We demand this or that operation be run perfectly, or we’ll withhold funds and
take away authority. These organizations must not fail; we do not wish to have
to learn from such failures.”

Operators and watchful publics assume, indeed insist, that some organizations
can avoid system failures. Indeed, a number of regulatory agencies have been
established in search of this happy condition. Organizational representatives may
play to this hope, assuring the public that they will not fail because they claim
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sufficient technical knowledge to preventit. As long as these organizations succeed,
one assumes they will continue to do so. The public grows to take their benefits
nearly, if perhaps nervously, for granted. Reliability and safety are technically
assured so that one need not worry overly about the social and political dynamics
in these organizations.

Such insistence on sustained failure-free performance is, from a theoretical view,
quite extraordinary. From the literature, one cannot expect that it is possible, even
to a moderate degree. Yet there are large-scale, highly complex organizations that
have taken up this goal and almost always achieve it.> This is also remarkable
and unexpected.

Particularly visible examples include nuclear power plant operation, radio-
active and toxic-waste management, widely dispersed electrical generation-and-
distribution systems, large-scale telecommunication and computer networks,
express air freight, and maintenance of the purity of blood supplies used for trans-
fusions. It is notable that this class of organizations is deeply embedded in the
public sector, many are operated by public servants, and few of them do not draw
the searching scrutiny of regulatory bodies and an increasingly nervous public.

Yet little is known systematically about the social or management aspects of
such activities or the consequences for the operating organizations of attempting to
attain nearly failure-free performance. The High Reliability Organization Project
at the University of California, Berkeley, has taken on this task by conducting
field research in three very complex, technology-intensive organizations that
are held to a failure-free standard.* These high-reliability organizations (HROs)
operate hazardous systems that present the challenge in an intense form. This
article draws on two of the three — air-traffic control and naval air operations at
sea. While each example here describes relationships in a specific setting, it also
typifies such relationships in both organizations.

These organizations share the goal of avoiding altogether serious operational
failures. This goal rivals short-term efficiency as a primary operational objective.
Indeed, failure-free performance is a condition of providing benefits.’ The operating
challenges are twofold: (1) to manage complex, demanding technologies, making
sure to avoid major failures that could cripple, perhaps destroy, the organization;
at the same time, (2) to maintain the capacity for meeting periods of very high,
peak demand and production whenever these occur.

Each organization in the study is large, internally very dynamic, and inter-
mittently intensely interactive. Each performs very complex and demanding tasks
under considerable time pressure, doing so with a very low error rate and an
almost total absence of catastrophic failure. For example, air-traffic control over
the past five years has nationally recorded over 75 million instances per year in
which a controller handled an aircraft across an air space. In that time, there were
no instances of a midair collision when both aircraft were under positive radar
control. (See LaPorte 1988).

A U.S. Navy nuclear carrier group involves up to ten ships. The group is
centered on an aircraft carrier manned by a crew of up to 3,000 that supports an
air wing of some 90 aircraft and another 2,800 men. Phases of high readiness
include daily operations from midmorning to midnight. During these phases,
the air department may handle up to 200 sorties, which involve some 300 cycles
of aircraft preparation, positioning, launching, and arrested landings (at 50- to
60-second intervals). For a deployment period of six months there will typically
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be over 10,000 arrested landings with no deck accidents. Over 600 daily aircraft
movements across portions of the deck are likely with a “crunch rate” —i.e., the
number of times two aircraft touch each other — of about 1 in 7,000 moves.

Like a growing number of other complex organizations, each of the two
operates tightly coupled, complex, and highly interdependent technologies. Each
also faces very dynamic physical, economic, and political environments. How do
such high-reliability organizations manage to attain very high levels of reliable
performance, while meeting the goals of providing the capacity for sustained peak
performance as well?

This article outlines the conceptual challenges involved in addressing the
phenomena observed in these HROs and argues that these phenomena present
major theoretical surprises and puzzles in at least three areas: (1) decisionmaking
in the face of catastrophic error, (2) structural responses to hazards and peakloads,
and (3) challenges of modeling tightly coupled interdependence. The argument
is presented here in the spirit of discovering anomalous data rather than theory
disconfirmation. Nor is there an attempt at this time to resolve the theoretical
puzzles the authors believe are present in the HRO phenomena.

High-Reliability Patterns and Conceptual Puzzles

Observations from field research suggest patterns of structure and behavior that
are surprising. Those patterns cannot be straightforwardly derived from con-
temporary theory when the latter is used as a basis for predicting what one should
see in organizations that attempt steadfastly to realize very high levels of oper-
ational reliability in the face of high hazard.

Insights from the literature are scant. There is little systematic theoretical or
empirical work on the dynamics of those modern organization whose members
(and the public) perceive that operational failures could result in increasingly
dangerous and harmful consequences. This situation need not be problematic
if HROs differed little from those trial-and-error organizations that are “failure
tolerant,” that is, they operate systems for which production failures are not likely to
result in costly consequences and where the value of the lessons so learned is greater
than the cost of making them.® The HROs in this study, however, differ from
trial-and-error, failure-tolerant organizations in at least the following respects:

1. Increasingly, the physical technologies and their organizational operat-
ing units are tightly coupled so that if important elements in routine
production processes fail, the organization’s capacity to perform at all is
severely threatened. Failure of a component causes such damage that the
capacity of the organization to perform is threatened altogether.

2. The results of operational failures are visible and increasingly feared
by the public, which perceives, therefore, that it has a very high stake in
assuring failure-free operations. Strong public, external pressures exist
for very reliable internal operations, not only for overall performance or
economic profit.

3. These HROs have, until recently, had relatively abundant resources,
allowing them to invest heavily in reliability-enhancing activities. This has
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nurtured an organizational perspective in which short-term efficiency has
taken second seat to very high-reliability operations.

The remaining discussion, concentrating on three conceptual areas, distin-
guishes between risk, error, and hazard, rarely using the term risk. Hazard refers
to the characteristics of a production technology such that if it fails significantly
the damage to life and property can be very considerable. Risk is taken in the
engineering sense as the product of the magnitude of harmful consequences and
the probability of an event causing them.” Error refers to mistakes or omissions in
procedure or operational decisions that result in occurrences judged as undesirable
and sometimes costly to remedy. Organizations continually experience errors,
some of which result in consequences that threaten the viability of the organization
in part or whole; this is a system failure. A high-hazard/low-risk system would be
one in which a dangerous technology is operated in such a way as almost never
to experience an operating failure of grievous consequence; it would be nearly
failure-free — a high-reliability organization.

Decisionmaking in the Face of Catastrophic Failure

The literatures in organizational studies and public management treat decision-
making largely in terms of planning versus trial-and-error learning, certainty
versus uncertainty, and hierarchical versus decentralized processes. These notions
suggest reasonably distinct properties that might bound the descriptions of decision
dynamics in all organizations. While one sees much that is sensibly ordered by
such frameworks, they do not prepare one well to anticipate the dynamics of
the decision challenges faced by high-reliability organizations, where empirical
evidence overwhelms analytical categories. The complexity and determinacy of the
technologies and the certain harmfulness of their hazards do lead toward intensive
planning and hierarchical patterns. Yet the remaining uncertainties urge an equal
emphasis on operational decentralization and flexible processes.

The HROs in this study are characterized by very clear, well-agreed-upon
operational goals. Those in the organizations carry on intensive efforts to know
the physical and dynamic properties of their production technologies, and they
go to considerable pains to buffer the effects of environmental surprises. In most
regards, the organizations come close to meeting the conditions of closed rational
systems, i.e., a well-buffered, well-understood technical core requiring consistency
and stability for effective, failure-free operations. Decision strategies for most
situations are straightforward, well-programmed, standard operating procedures
(SOPs). In a sense, the only decision is which SOP to apply. In other words there
is only routine decisionmaking. (Simon 1957)

At first look, one sees what is expected. There is, indeed, a great deal of de-
pendence on operator adherence to the formal procedures of operations. Both air-
traffic control and carrier operating units have thick manuals of SOPs close at hand
and invest much training in learning them “cold.” Navy Air’s NATOPS (Naval
Air Technical Operations Standards) manuals and air-traffic controllers” “brown
books” of procedures are good examples. They are the tested, authenticated formal
procedures for the operation of most technical aspects of an extraordinary range
of jobs and activities (¢f. Schulman 1990).
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The core technologies are hazardous and time critical. Effectiveness in de-
cisions about operations is crucial. Such organizations invest a great deal in
recruiting, socialization, and incentives to assure that there is agreement about
organizational mission. At the operating levels, there is rarely any question at all.
Consensus is unequivocal. Technical operations are treated as if they can be
almost fully known, as if surprises and contingencies can be either eliminated or
anticipated. In effect, calculative, comprehensive decisionmaking can be achieved.
The organizational logic in this situation is to strive for the fully rationalized
operational plan. The problem is one of trying hard enough.

These illustrations are nearly pure expressions of Thompson and Tuden’s
“decision by calculation.” Recall the early and well-proved work that focused upon
the degree of consensus about preferences (goals) and beliefs about causation
(means) and the consequences for the effectiveness of decisionmaking structures.
Decision strategies vary as agreements about ends or means wax or wane.

In cases of the more demanding operational situations,

the appropriate techniques for equating cause-effect knowledge with known
preferences are quite complicated. The data [are likely to] be so voluminous
for example, that only [a computer] can make sense of them. Likewise, the
particular sequences of action involved in the techniques may be hard to
master and difficult to carry out, so that only the highly trained specialist —
one for each kind of computation problem we can anticipate — can arrive at
an appropriate choice. . . . [T]the strategy for decision is straight forward
analysis — decision by computation. (Thompson and Tuden 1959, 198)

Such specialists would be constrained by four rules. They would be (1) pro-
hibited from making decisions in issues lying outside their spheres of expert com-
petence, and (2) bound to the organization’s preference scale. (3) All pertinent
information would be routed to each specialist, and (4) every issue appropriate
to his/her specialty would be routed to him/her (Thompson and Tuden 1959,
198-99). The result is a formal, hierarchical, Weberian organization employing a
classical bureaucratic decision process. It is the image of structure one also expects
to see in military and critical organizations. The underlying assumption is that
operators and specialists can know enough and, with enough training, production
processes can be operated so that grievous errors do not occur.

Yet students of organization no longer take for granted that “causation
[about means can] be ‘known’ as soon as a decision issue appears, [and] . . . that
the organization is certain of its preferences regarding the several alternatives
apparent” (Thompson and Tuden 1959, 197). Indeed, the very idea of complete
knowledge of any significant organizational decision situation is arguably im-
possible.!? Strategies, such as comprehensive analysis, are viewed with suspicion
as the source of major program failures."!

The latter view rejects a centralized, rational decision process model in favor
of one in which disagreement about means is likely. When differences of opinion
or outright uncertainty about the appropriate means to accomplish an agreed-
upon goal exist, then professional, skilled judgment is seen as the suitable method
of decisionmaking to use: majority voting among those with experience would be
the most appropriate basis for deciding.
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Since the organization (or unit) faced with this situation is not in a position to
program or compute its decision analyses, the situation calls for trial and error,
a learn-by-doing approach to implementation. Try the means judged most likely
to succeed, but be prepared to recognize any failure of method. As soon as it
becomes clear that one method has failed, try another. In this process, keep lines
of communications open, assure incentives that encourage the collection and re-
porting of information — learn from the past and do better next time.

The above are clearly the guides for incremental decisionmaking in the context
of broadly rational planning. A combination of incrementalism and the hybrid
concept “mixed scanning” (Etzioni 1967) should account for the decision dynamics
in the kinds of organization at issue here.

The incremental perspective expects that errors can never completely be
avoided and, as a result, focuses on the use of error as a tool to enhance decision-
making.'? Incrementalism views decisionmaking alternatives as a choice be-
tween making large and small errors. It takes into account “only the marginal or
increment differences between a proposed policy or state of social affairs and an
existing one” (Harmon and Mayer 1986, 266). It relies in part, on “a sequence of
trials, errors, and revised trials” to direct (and improve) decisionmaking (Lindblom
1979, 518). This process of moving an organization in a kind of bump-and-go
fashion, backing into the future, is expected to be more effective in the long
run than unrealistic attempts to survey carefully and completely and weigh all
alternative means.

Incrementalists rightly know that the limited cognitive capacity of decisionmakers —
their bounded rationality — limits the potential effectiveness of any method of
analysis based decisionmaking. “Decisionmakers have neither the assets nor the
time to collect the information required for rational choice” (Etzioni 1986, 386; see
also Agnew and Brown 1986).

[A]Il analysis is incomplete, and all incomplete analysis may fail to grasp
what turns out to be critical to good policy [and perhaps operations]. . . .
[F]or complex problems all attempts at synopsis are incomplete. The choice
between synopsis and disjointed incrementalism — or between synopsis
and any form of strategic analysis — is simply between ill-considered,
often accidental, incompleteness, on one hand, and deliberate, designed
incompleteness, on the other. (Lindblom 1979, 519)

The mixed-scanning extension of incrementalism places trial-and-error
decisionmaking in the context of the more general plan that drives the organ-
ization. Mixed-scanning analysts emphasize the division of decisionmaking efforts
into “wide-angle scanning” and a “zoom” focus. When the wide-angle scan of
organizational activities reveals a problem or surprise, decisionmakers should
zoom in on the activity in question and determine the exact nature of the surprise
and how to deal with it. The investigations made and questions asked are guided
by the organization’s goals. Trial-and-error decisionmaking is, thus, placed in an
organizational context.

The incremental/mixed-scanning perspective is quite reasonable if an implicit,
but fundamental, assumption is warranted: Errors resulting from operational or policy
decisions are limited and consequences are bearable or reversible, with the costs less than
the value of the improvements learned from feedback analysis.
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For many of the operations on aircraft carriers and in air-traffic control centers,
this is certainly the case. Day-to-day operational decisions are bounded by well-
formulated and tested SOPs; calculative decisions operate much of the time. And
within these bounds, application and adjustments are necessarily incremental.
There are trial-and-error processes at work throughout various organizational
activities, (e.g., mission planning, team organization, operations scheduling, intro-
duction of new technology and procedures, maintenance.) A great deal of trial-
and-error learning goes on in the small, so to speak.

Actions are closely monitored so that when errors occur immediate investi-
gations are conducted. “Hot washups,” i.e., reporting problems immediately after
the end of an operation, and “lessons learned” debriefings are an expected part of
the aftermath of any even modestly complex naval training exercise. These are
valuable contributions to the “calculative” aspects of air-traffic control and carrier
operations. But the trial-and-error aspect of incremental, professional, judgmental
decision processes have a sharper, more lethal edge in these organizations than
in other more failure-tolerant ones.

Often on the basis of operational trials in the past, operators and managers in
these organizations have learned that there is a type of often minor errors that
can cascade into major, systemwide problems and failures. Some types of system
failures are so punishing that they must be avoided at almost any cost. These
classes of events are seen as so harmful that they disable the organization, radically
limiting its capacity to pursue its goals, and could lead to its destruction. Trial-
and-error iterations in these known areas are not welcome, or, as it is sometimes
put, “are not habit forming.” And there is a palpable sense that there are likely to
be similar events that cannot be foreseen clearly, that may be beyond imagining.
(See Perrow 1984 and cf. Morone and Woodhouse 1986.) This is an ever-present
cloud over operations, a constant concern.

HROs, then, have a triple decision-strategy challenge:

1. To extend formal calculative, programmed decision analysis as widely
as is warranted by the extent of knowledge, the urgency of operational
needs, and the ability to train or compel adherence to correctly calculated
SOPs.

2. To be sensitive to those areas in which judgmental, incremental strat-
egies must be used, with sufficient attention to requisites of performance,
evaluation, and analysis to improve the process.

3. To be alert to the surprises or lapses that could result in errors small or
large that could cascade into major system failures from which there may
be no recovery.

Decision theorists have dealt with the first two, supposing that an organization
will generally have one or the other type of problems to overcome. Rarely is
there guidance on the dynamics involved when both calculative and judgmental
strategies are necessary in mixed situations. While incrementalists recognize that
this strategy does not apply to fundamental decisions, such as declaring war," they
are largely silent in the face of the important decisionmaking challenges asso-
ciated with the need to avoid operational failure absolutely.
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The more agreement there is that an activity is hazardous and calls for high
operational reliability, the greater the inherent tension between (a) the behavioral
expressions and norms of incremental, successive approximation-rooted strategies
and (b) those strategies animating from comprehensive, systemic, anticipatory ra-
tionality. As the speed and potential scope in the propagation of error increases,
what, then, are the expected dynamics of calculative- or judgmental-based de-
cision processes? Although a great deal of work has been done on organization
decisionmaking, there has been little serious consideration of how the challenge
to be highly reliable alters decisionmaking strategies.!*

Decisionmaking strategies in the organizations described here are significantly
different — in mix and dynamics — from those described and prescribed by in-
crementalists. For some major functions, these organizations cannot wait for
problems to occur and then correct them, though for other functions they do.
Even the use of “sophisticated trial-and-error” decision strategies, such as “taking
more stringent initial precautions than are really expected to be necessary,” is not
enough (Woodhouse 1988, 218). Errors in major portions of operations must also
be avoided. The alternative is, therefore, to strive for trials without errors.

HROs struggle with decisions in a context of nearly full knowledge of the
technical aspects of operations in the face of recognized great hazard. They
court the dangers of attempting coordinated, integrated, and detailed attention
to operations that are at once greatly beneficial and often very dangerous. The
people in these organizations know almost everything technical about what they
are doing — and fear being lulled into supposing that they have prepared for any
contingency. Yet even a minute failure of intelligence, a bit of uncertainty, can
trigger disaster. They are driven to use a proactive, preventative decisionmaking
strategy. Analysis and search come before as well as after errors."” They try to be
synoptic while knowing that they can never fully achieve it. In the attempt to
avoid the pitfalls in this struggle, decisionmaking patterns appear to support
apparently contradictory production-enhancing and error-reduction activities.
The patterns encourage

* reporting errors without encouraging a lax attitudes toward the commission
of errors;

* initiatives to identify flaws in SOPs and nominate and validate changes in
those that prove to be inadequate;

* error avoidance without stifling initiative or operator rigidity; and

* mutual monitoring without counterproductive loss of operator confidence,
autonomy and trust.

Without attention to both the mix and the special decision requirements of
high-reliability units, then current analyses and prescriptions are likely to range
from irrelevant to confounding and dangerous.!® The challenge to students of
organizational decisionmaking is to forward conceptual and prescriptive under-
standing of mixed-decision structures, when both comprehensive and incremental
strategies may sharply increase risk and when there is not (yet) a clear sense of
the dilemmas or dynamics of high-reliability decision processes.
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Structural Responses to Hazards and Peakloads

The operational challenge for the HROs here is to stand ready to increase per-
formance of a complex of technologies to deal with peakloads at any time and
to avoid crippling operational failures in doing so. Do the formulations of
organization theory provide a sure guide for what to expect regarding organization
structure and, particularly, patterns of authority?

In a cogent, cryptic summary of literature on the relation of technology to
structure, Scott (1987a) provides a starting point:!

[W]e expect technical complexity to be associated with structural complexity
or performer complexity (professionalization); technical uncertainty, with
lower formalization and decentralization of decisionmaking; and inzer-
dependence with higher levels of coordination. Complexity, uncertainty
and interdependence are alike in at least one respect: each increases the
amount of information that must be processed during the course of a
task performance. Thus, as complexity, uncertainty, and interdependence
increase, structural modifications need to be made that will either (1) reduce
the need for information processing, for example, by lowering the level of
interdependence or by lowering performance standards; or (2) increase the
capacity of the information-processing system, by increasing the channel
and node capacity of the hierarchy or by legitimating lateral connections
among participants. (239, emphasis added)

The technical systems at the core of the HROs here are quite complex,
requiring considerable differentiation of task groupings. They also require
tight (coupled) horizontal coordination between different technical units in
order to produce the desired benefits and services. Two of the three conditions
noted above — structural complexity and interdependence — are met. The third -
technical uncertainty — is not evident and does not increase with complexity and
coordination interdependence. While the summary quoted seems implicitly to
expect correlative increases in complexity, interdependence, and uncertainty,
this need not be the case. These organizations have gone to considerable effort
to understand the physical and operational subtleties and behavior of their tech-
nical systems. There is substantial investment in often very detailed technical
descriptions, analyses, and continuous review of system performance. This drive
for operational predictability has resulted in relatively stable technical processes
that have become quite well understood within each HRO.

The literature leads one to expect that when the task structure is complex and
well-known, a finely articulated division of labor with a centralized, directive au-
thority structure is likely to result: stable, hierarchically complex structures with
substantial information flows in the interests of coordination. Departmentalization
of function into homogeneous working groups will minimize coordination costs
(Thompson 1967). Both formal and informal information exchanges should be
evident within a framework of rules and programs representing agreements (e.g.,
SOPs) about how things will be done (Galbraith 1973 and 1977). “Switching

rules” will signal which of a variety of activities should be performed and in what
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expected order, with strong emphasis on schedules to manage work flow (March
and Simon 1958,142-50, and Scott 1987a, 215).

These are acute predictions in complex organizations of scale, especially those
that are stable and whose production technologies do not present high hazard.
Are they adequate descriptors when the pace quickens and hazards grow?

Certainly, one observes in the HROs the predicted structure and processes
outlined above, particularly during times of routine operations. Each organization
shows a face of the bureaucratic mode of operations much of the time. This forms
the ordering, status/rank-oriented background structure of the organization and
is adequate for organizational responses to low to moderate demand. Is this struc-
ture adequate for response during peakload or high-tempo operations?

Extensive field observations on board both aircraft carriers and within air-traffic
control centers found an unexpected degree of structural complexity and highly
contingent, layered authority patterns that were hazard related. Peak demands or
high-tempo activities became a solvent of bureaucratic forms and processes. The
same participants who shortly before acted out the routine, bureaucratic mode
switched to a second layer or mode of organizational behavior. And, just below
the surface, was yet another, preprogrammed emergency mode waiting to be ac-
tivated by the same company of members. There appear to be richly variegated
overlays of structural complexity comprised of three organizational modes
available on call to the members of hazard-related units.!® Authority structures
shifted among (a) routine or bureaucratic, (b) high-tempo, and (c) emergency
modes as a function of the imminence of overload and breakdown. Each mode
has a distinctive pattern, with characteristic practices, communication pathways,
and leadership perspectives.

The routine mode is the familiar bureaucratic one. It is the most often
observed and is associated with the many servicing and ordering functions
that involve relatively error-limited and semiskilled activities. SOPs and job
procedures are reasonably good at covering many job responsibilities. Superiors
can know much of what is going on. One sees the familiar hierarchical pattern
of authority, rank structure, and authority of formal position. Disciplined, reli-
able performance is based primarily on fear of superordinate sanction. “Do what
I tell you, don’t negotiate!” Feedback is not valued; it is a time of punishment-
centered operations.

Just beneath the surface of routine operations is another, quite different pat-
tern. The high-tempo mode, practiced by the same operators who engage in
bureaucratic patterns during slack times, is the pattern of cooperation and co-
ordination necessary to deliver optimum capacity for sustained periods of time.
It emerges in response to the rigors of increasing demand and peakload.

For example, this mode is evident during concentrated periods of flight oper-
ations at sea. During these, a variety of closely packed missions are flown, often by
seventy of the Air Wing’s ninety aircraft. The latter range over the five different
types on board, with day and night schedules stretching from 10 am that morning
to 1 am that night, a 15-hour period. A somewhat less-intense period for air-traffic
control occurs at peak hours (9:30-11 am and 3-5 pm) nearly every day during
the summer and midwinter times of heavy air travel.

Critical operational functions involve relatively complex, tightly coupled
activities that may involve substantial hazards during concentrated operation,
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some of which are described in the next section. Many of these jobs can be spe-
cified in close detail, but contingencies may arise that threaten potential failures
and increase the risk of harm and loss of operational capacity. In the face of such
surprises, there is a need for rapid adjustment that can only rarely be directed
from hierarchical levels that are removed from the arena of operational problems.
As would be expected, superiors have difficulty in comprehending enough about
the technical or operational situation to intervene in a timely, confident way. In
such times, organizational norms dictate noninterference with operators, who are
expected to use considerable discretion.

Authority patterns shift to a basis of functional skill. Collegial authority (and
decision) patterns overlay bureaucratic ones as the tempo of operations increases.
Formal rank and status declines as a reason for obedience. Hierarchical rank
defers to the technical expertise often held by those of lower formal rank. Chiefs
(senior noncommissioned officers) advise commanders, gently direct lieutenants,
and cow ensigns. Criticality, hazards, and sophistication of operations prompt a
kind of functional discipline, a professionalization of the work teams. Feedback
and (sometimes conflictual) negotiations increase in importance; feedback about
“how goes it” is sought and valued.

“On the floor” in air-traffic control centers, peakload, high-tempo times put
each sector’s radar controllers and associate radar controllers under considerable
pressure. They can expect the challenge of “handling” up to twenty-two to twenty-
five aircraft simultaneously — “twenty-five spots moving on the screen” — perhaps for
several hours. It is a time of challenge, rising excitement and strain, especially
for the senior radar controller who “has the sector,” that is, who is responsible for
“controlling” and communicating with the aircraft aloft. The number of air-
craft to be controlled is displayed on a screen next to the radar. It indicates, by
columns that each hold eleven flight numbers, the aircraft already in the sector
and those due within fifteen minutes. As first one column (11 planes) fills up, then
two columns (22 planes), and now is lapping over to a third, another controller
silently joins the two who are coordinating the sector, one at the radar, the other
the assistant. The one who joins may be a senior controller just off a break. It may
be the area supervisor who oversees the five sectors. These adjunct controllers join
vicariously in the small drama being played out during this hour of high tempo.
They are watchers, “extra pairs of eyes,” experts who are able to see the evolving
situation and give supportive assistance, sound alerts, and provide suggestions,
usually in the form of questions rather than directives. Thus, those who perhaps
earlier were training or evaluating the controller “in the seat” now perform an
extended team function.

In times of bad weather and peakload, when communication demands are
heaviest, yet a fourth role emerges. A communications controller complements
the radar controller in the communication loop, slipping into the job of com-
munications to everyone other than the aircraft aloft, to other Federal Aviation
Administration facilities, reporting changes in weather, and fielding questions
from air-trafic control managers, so the radar controller is undistracted. Each per-
son “knows the boundaries” of his/her communications realm. The supervising
controller remains in the background, rarely intervening or giving direction,
rather assuring that the team is refreshed and that assisting roles are filled and
“sensing the level of stress” on his/her people.
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Other controllers may assume the supervisory role — since the assigned super-
visor is likely to be caught up with helping some controllers deal with overload.
They will alert “the super” to watch a controller who looks like he is in trouble.
Or they will call to one of their colleagues coming off break that things are getting
busy in the affected sector.

A particularly intense episode may occur when there is a substantial change
in strong wind direction, a potentially hazardous situation. This may require a
change in the final landing direction and, therefore, major shifts in the flight
patterns of arriving and departing aircraft. And it may mean halving the quantity
of aircraft that can be handled due to the substitution of a single runway for a
dual parallel arrangement. If this happens just before or during a peakload time,
especially when the flight path structure serving multiple airports in a region
is tightly packed, there is very great demand on the local approach control and
higher altitude enroute center controllers.

This is the situation in the San Francisco area when the wind shifts to the
southeast from the northwest. While dual-runway capacity remains the same, air
traffic has to be rearranged by swinging it round 180 degrees from a southeast
approach heading to a northwest one, and this must be coming within an airspace
that is nearly saturated much of the morning and afternoon. Since there are
some three major airports, two large military air bases, and five smaller general
aviation airfields in this area, there may be a rather large number of aircraft
aloft. Reorienting the flight paths so much becomes a major program for the
controllers on duty. The tempo at the approach-control facility and the enroute
center increases, and controllers gather in small groups around relevant radar
screens, plotting the optimal ways to manage the traffic as the shift in direction
becomes immanent. Advice is traded, suggestions put forward, and the actual
traffic is compared with the simulations used in the long hours of training the
controllers undergo to deal with “the Southeast Plan.” While there are general
rules and controllers and supervisors have formal authority, it is the team that
rallies round the controllers in “the hot seats.” It will be the experienced controller
virtuosos who dominate the decision train. “Losing separation” — the key indicator
of controller failure — is too awful to trust to rules alone.

Notably, there are a number of contradictory behaviors and relationships
between the bureaucratic and high-tempo modes. Recall that they are carried out
by the same people facing different degrees of pressure. The character of delegation,
communication costs, and status vary considerably.

There still remains a final, emergency-response mode that is galvanized by the
highly consensual, unequivocal indications of emergency or superordinate threat.
These are signals that operations are proceeding in a way (“coming unraveled”)
that could result in very serious, harmful consequences for the unit. These may be
life threatening; they are sometimes organization threatening as well. This
mode is based on a clear specification of emergency events. When they occur,
there are a number of carefully assigned, practiced operations that are activated.
Flight deck crews have predetermined roles in fire-fighting situations. When
air-traffic control computers go down, controllers know exactly what to do, for
example, to “spin” the aircraft in place (fly in circles) to buy time to sort out the
mess and correct the computer problem.
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Authority patterns are based on predetermined, preprogrammed allocation
of duties, a directed — in a sense scripted — collegial teamwork process of instant
response. HROs devote considerable effort to simulating emergency situations
and practicing responses to them. Again, these are many of the same people who
have already incorporated the bureaucratic and high-tempo modes of behavior
in their behavioral repertoire."”

Contemporary organization-theory literature does little to alert one to the like-
lihood of these multilayered, nested authority systems.?® In the literature, different
types of organizations parallel each mode: there are bureaucratic, professional,
and disaster-response organizations. Each has a distinctive character. It is unlikely
that all three might be usable by the same organizational membership.?!

The conceptual and research questions that flow from this situation are im-
portant. How does one conceptualize nested authority structures? What is the
process of arriving at the rules for shifting from one mode to another? What are un-
ambiguous indicators of the onset of increasing load so that most or all of those
who would need to undergo the shift do so in a timely manner? And perhaps most
importantly for operating effects: to what degree do variations in authority pref-
erences and styles vary the speed and onset of the shift in bureaucratic operations
versus high-tempo operations?

A most interesting problem arises in situations where the organization is con-
fronted with increasing demands and units are experiencing pressures that would
be relieved by the processes of higher-tempo operations. Overlaying high-tempo
operations upon bureaucratic ones (order-enhancing functions must still be car-
ried on) adds to the dominant mode of hierarchical and directive relations those
relations associated with functionally oriented leadership (nearly regardless of
organizational status). In this situation, feedback is valued, negotiations and ac-
commodation among interdependent units are critical, and interpersonal skills
are of increased importance. At the same time, of course, many bureaucratic, for-
mal organizational disciplinary relationships persist, e.g., the Code of Military
Justice remains, as do the regular administrative functions of accountability. When
activities associated with high-reliability operations increase in urgency, they
call for additional sets of behaviors with the result that routine and high-tempo
behaviors may be in tension. Some operational modes call for different, some-
times contradictory, behaviors, and attitudes. Operational modes also represent
dominant authority modes or styles: hierarchical or collegial.

To what degree does an imbalance of authority skills or inclinations to use a
less-comfortable style bias the character of operations in the different modes?
Would a preference for collegial, professionally oriented direction lead to undue
weakening of the bureaucratic order maintaining operations? Do leaders who favor
hierarchical direction, based on formal positions and possibly superior knowledge,
resist too long in turning to their formal subordinates for operational cooperation?
It is likely that there would be a conflict of expectations arising from the same
person being subjected to several sets of authority/organizational modes. This
was evident for one of the aircraft-carrier captains. He noted, one night on the
bridge, the importance of encouraging deckhandling people to report mistakes
that might lead to real troubles. At the same time, he recognized the irony of
the situation and the clash of norms. Pointing down to the dimly lit flight deck
below, he said
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I just had to sentence the third-class petty officer who fires the waist cat
(catapult) to three days in the brig — on bread and water — for going AWOL
[absent without leave]. He felt he had to move his mother into another
place before he left on this exercise. He didn’t clear this “leave” with
anyone. I hated to do it. [Apropos the need to maintain loyalty and positive
attitude toward his operational job.] But we have to have [bureaucratic]
discipline among the men.

The range and intensity of these tensions and the organizational norms that arise
to reduce them are of considerable interest.

Nested authority patterns challenge organization theory to add a new level
of complexity to existing models of organization decisionmaking and authority
structure. The logical foundations for these models are available in the literature.??
Thompson’s (1967) definition of organization, for example, can be modified
slightly to acknowledge the challenge associated with trying to be a highly reliable
organization.”> While these organizations may be natural systems trying to be
rational, they cannot afford the errors associated with acting as if the organization
has achieved complete closure when it has not.**

Challenges of Modeling Tightly Coupled Interdependence

The most vivid impression of the operating groups in these HROs is one of close
interdependence, especially during high-tempo or emergency activities. Inter-
actions are a mix of ].D. Thompson’s sequential and reciprocal interdependencies
prompted by the functional needs of the technologies and the pressures of high
demand (Thompson 1967). Relationships are complex, tightly coupled, sometimes
intense and urgent. Air-traffic control dynamics and aircraft operations at sea
provide many examples, several of which are outlined below.

Activities in an enroute air-traffic control center have a palpable sense of ebb
and flow. During the early morning hours before 6:30 am, one person handles
both the radar and the associate controller roles. As activities increase to normal
routine, (7 am) a radar controller — talking and directing — is assisted by an associate
controller handling the paper-based backup “flight strips.” The associate controller
provides alerts regarding which aircraft may seek or need a change. As the high-
tempo demands approach (9:30 am), the dynamics discussed above evolve. A third,
often senior, controller joins the two regulars as “another pair of eyes.” At top
tempo (10-11 am), the area supervisor (over five sectors) may also be nearby, along
with perhaps two or three other controllers who are interested spectators.

"This evolution is rarely overtly directed. Rather, it is self-organized by the con-
trollers, who take their place “next in line” to replace those controllers in the
area who have gone longest without break. “Onbreak” controllers observe and
assist their fellow radar controllers, who are formally responsible for the watch,
but accept support of “other sets of eyes.” Close reciprocal coordination and in-
formation sharing is the rule.

As aircraft proceed through a sector, they must be “handed oft” sequentially
to adjacent sectors. This flow requires close, cryptic coordination with radar
controllers “over there [in sector 44) and there [sector 32].” As an aircraft nears
the sector boundary, a set sequence of communications and computer handoffs is
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initiated, and an acknowledgement of “handoff accepted” is expected. At the same
time, aircraft are being “handed to” the radar controller, logged in and spotted
by the Associate, and acknowledged as received in turn. For a busy sector — up to
twenty planes being monitored simultaneously — handoffs and “hand to’s” may be
coming from and going to three or four neighboring sectors, perhaps as many as
five or six a minute. A helping unit — the traffic-management coordinator (TMC) —
is in the background monitoring the whole center’s situation on another, more
far-reaching radar. “Flow control” (the TMC) adjusts the overall flow rate into and
out of the center’s region. The TMC does this by anticipating approaching traffic
and steadying the external and internal flows in order to head off overloading
a sector or area. The TMC “sees” the pattern of traffic flows over much of the
U. S. through computer readouts and a recently installed nationwide, integrated
radar presentation.

Aircraft carrier operations at sea present similar, much noisier examples of
interdependence.” The typical activity segment is the periodic cycle of launching
and recovering a burst of sorties. Perhaps twelve to seventeen planes have been
scheduled for a variety of missions. They are generally sent out for about 1.25
to 1.5 hours. “Launching” - catapulting the plane — the “event” takes about
twenty-five minutes. “Recovery” by arresting the landing of the plane begins
about forty-five minutes after the last plane has been launched. Coming in,
often at about sixty-second intervals, aircraft circle the ship at an altitude of five
hundred feet, swinging round aft of the ship into the final approach an eighth
of a mile from the “trap.”

A recovery cycle is an extraordinary mix of delicate maneuvers, thunder,
and careful, concentrated movement of aircraft deck handlers (“yellow shirts”) and
dozens of watchful eyes intently scanning the deck for any potential misadven-
ture. As each aircraft comes round to the final approach, a television camera picks
it up for video recording and later debriefing. These images are sent round the
ship and into squadron spaces on a hundred screens.

The aircraft will “setup” nose high, power high, dragging the plane with
sufficient power so an instant waveoff can be made. Far back on the aft, port
side, nearly pitched into the sea, the senior landing signal officer (LSO) from the
airwing and the LSO from each pilot’s squadron “bring each aircraft round,” at-
tentive to the positioning and techniques as each pilot brings his aircraft scream-
ing down toward the four deck pennants (wires) of the arresting gear a few feet
away. The LSO’ role is to advise on, then authorize a final landing. At the same
time as the aircraft is turning onto “final,” the arresting-gear setters receive the
proper setting for the pressures on the arresting-gear braking machines. The pilot
has radioed his “fuel state” to the air boss (tower). Based on the weight of the type
of plane and the weight of the fuel remaining, the tower calculates the proper
pressure setting and calls it to the arresting-gear positions. Plane types and fuel
loads change constantly.

Four men individually set the braking pressure for each aircraft approach.
A setting too low will let the plane “run out” too far along the deck and dribble
off the deck into the sea; too high a setting risks tearing the plane in half. Mean-
while, ten pairs of eyes scan the deck to assure that no newly parked aircraft, towing
equipment, or crew members stray over the designated “foul lines” on either
side of the landing area.



72 challenges of crisis management

With arresting-gear set and decks clear, the carrier is ready for the plane to
land. If technique holds, the plane lands — crashes, really — into the midst of the
arresting wires at a speed between 120 and 130 knots (roughly between 135 and
150 mph, depending on the type of aircraft) usually to “catch number three wire.”
Just as the pilot feels touch down, he accelerates the throttle to 100 percent and
begins to take off again. If he has “engaged a wire,” he is brought to an abrupt
stop, engines howling at full bore. If he has “boltered” (floated over the last wire
or if his hook has bounced over it), he is already airborne for another go. (“Full
cuts” — abrupt, full reductions of engine throttle — quickly slow the jet engine
turbine and air speeds, leaving one with insufficient time to regain engine speed
and power in order to recover enough air-speed to escape the sea if a “go round”
is necessary.) As the plane comes to a stop, “yellow shirts” run out to check the
hook as it is raised and direct the plane out of the runout area. The arresting wires
are retracted, checked for frays, and made ready for the next landing in fifty-
five seconds. After one hundred engagements, the wire — a very husky cable — is
disengaged and thrown over the side, well before it is likely to fray and weaken.

This whole process is overseen by the air boss, with the assistance of the
“miniboss,” while the ship’s captain observes from the bridge. Incoming aircraft
are coordinated by air operations deep in the midst of the ship and the “handler,”
the aircraft handling officer, rides herd on the sometimes 150 men who direct,
fuel, position, and arm the aircraft during an “evolution.” A smooth twenty-plane
cycle takes hours to set up and involves an intricate technological ballet of men
and machines carried out by a closely integrated team monitoring incoming air-
craft and handing each off to the next “station.”

In the backgrounds of both the carriers and the air controllers stands a much
larger number of people who assure that the machines and communication
systems are up and running; that fuel and power is on hand; and that the process
is planned well enough so that each aircraft fits more or less snugly into a pattern
of hundreds of flights and journeys.

These examples, simplified here for presentation, represent remarkable bits
of human cooperation and the exposure the participants to very hazardous cir-
cumstances. Yet in both cases the safety record of these organizations is astonishing,
especially if one calculates failure rates, i.e., the number of failures contrasted
to the number of times they could have failed. The decision-behavior dynamics
and structural pattern that support this extraordinary level of accomplishment
defy simple or complicated description. In a sense, HROs “work in practice and
not in theory.”

Decisionmaking dynamics are often in flux and vary as function of the gravity
of consequences. Structural relationships within HROs and with the import-
ant overseers in their environments are quite intricate, exhibit high degrees of
interdependence, and vary as a function of tempo. These patterns are remark-
ably complicated and confound attempts satisfactory description. The key prob-
lem is to relate (a) the character and social properties of the task technology to
(b) the properties of intra- and interoperational unit structure in ways that
(c) inform analyses of decisionmaking dynamics, organizational cultural char-
acteristics, and ultimately performance.

A growing body of literature on analyses of social and organizational net-
works, interdependence, and structural complexity appears to address this
problem. Does this work serve to provide conceptual and formal languages and
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methodologies that could be used in charting these “complex, tightly coupled
systems?”?® Would their application provide a basis analysis of structural changes
and organizational stability, on the dynamics of demand overload in the most
stressful situations facing HROs? If these tasks could be done, even at considerable
theoretical and empirical effort, it would be we worth it in terms of an increased
understanding about the implications of organizational or technical changes for
the dynamics of high-reliability systems.

Complicated relationships in HROs begin in the work unit, the small groups of
men and women who are closest to the productive action —and to the hazard. They
operate with an extending web of suppliers, support units, and operation planning
groups. This is the level where one might turn to social-network analysis as an
aid to understanding.”’ Perhaps the interlocking corporate relations work could
complement.”® This literature, while suggestive conceptually, mainly addresses
the identification of emergent smaller and inform networks. Considerable effort
has gone into developing a method of teasing out the regularity of often-invisible
relationships between individuals in relatively unstructured social life. There are
very few attempts to deal with second- or third-order relations — either within
status levels or between them — in groups formally structured by organizational
or technical design (Lincoln 1982). Redressing this situation could be important,
for example, in examining the degree to which a system is tightly coupled and the
consequences, say, for the propagation of the effects of failures as systems vary in
their degree of tightness or looseness.

Recent work on problems of interorganizational relationships or inter-
dependence also seems promising on its face.”” These are efforts to provide a
conceptual basis for describing the interactions or linkages between organiza-
tions (and sometimes within them). An underlying premise is that social relation-
ships are strongly dependent on the exchanges of various social and economic
resources deemed by the parties and groups to be important for their well-being
and survival. Some empirical work attempts to match regularized informal or
formal relationships with the flows of resource exchanges that make up a central
part of organization life. These notions are intuitively very suggestive of what
is seen in HROs. Indeed, both within and among critical operating groups, pat-
terns of high degrees of interdependence, i.e., the mutual exchange of social and
financial resources, appears particularly evident.

But when turning to this literature, one discovers that “interdependence” is
taken to be interaction with little development of more elaborated exchanges
of specific resources.’® At its present stage of development, types of resources, or
their empirical indicators are insufficiently developed to specify the bundles of
resources exchanged within patterns of the multiple dependencies one observes
in organizations. Nor are there useable concepts and indicators assisting in
mapping the flows of resource exchanges through networks of some scale or
in specifying the “tightness” or looseness” in relationships.

Organizational scale in technically sophisticated and demanding systems sug-
gests the descriptive and analytical language of structural complexity.’! Again,
much of this work is conceptually interesting, with some attempts to encompass
large organizations at a macroscopic level of description using rough measures of
differentiation, size, and structure. There are, however, few efforts to get “into
the field” at a refined level of analysis. While there are some descriptions of
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small systems, such as boards of directors or small emergent groups forming social
networks, there is scant work dealing with organizations of scale in ways that
attempt to take into account status levels or hierarchies in much detail.

Common limitations across these literatures are (a) the relatively small scale of
the activities they address empirically; (b) the implicit expectation that the phe-
nomena to be described, however complex, will be essentially loosely coupled;
and (c) infrequent, limited attention to phenomena that exhibit hierarchical,
status-stratified behavior (Lincoln 1982, 8 ff.). Methodological and instrument
limitations also inhibit careful description.’?> These reflect both attention to
analyzing the smaller-scale, emergent network phenomena and the more general
descriptive and calculational difficulties of attempting rigorous analysis of behavior
in large-scale, tightly coupled social activity.

In sum, for purposes of close dynamic or structural descriptions or hypotheses
about HROs, these literatures disappoint. This is more an observation than a
criticism. None of this work was intended to address the challenges that HROs
confront. While the conceptual problems of interdependence and complexity
have been part of the social science agenda for at least twenty years, this work
is still in a very early stage of development when sent against the organizational
phenomena being observed.

Conclusions

Given the theoretical (and practical) limits to achieving failure-free operations
in organizations of scale, some organizations are astonishingly reliable — much
higher than seems theoretically possible. We have argued here that the organ-
izations that operate hazards systems and achieve high levels of continuous
reliability reveal a richness of structural possibilities and dynamics that has not
previously been recognized. Decision dynamics and authority and functional
patterns suggest layered complexities that facilitate extraordinary performance.
Deeper understanding of these phenomena will require more layered analytical
complexities as well. Theories that can account for what has been thought highly
unlikely will enlighten the conditions, costs, and relationships associated with a
level of regularly exhibited organizational performance that has been expected only
for brief episodes under emergency and exceptional conditions. Such speculation
calls for a wide range of empirical work that examines the evolution and dynamics
of high-hazard/low-risk public and public-service organizations and the agencies
that support and regulate them.

Current research based tacitly on the trial-and-error decisionmaking per-
spective reinforces unexamined assumptions about what phenomena are import-
ant and what problems should be taken up. Much organizational research is
driven by practical problems — that is, it is prompted by outcomes that managers,
academics, and policy outsiders view as undesirable, unwarranted, and unneces-
sary. It is attentive to concerns about decisionmaking and policy direction of
“machine” bureaucracy without addressing the possibility that organizational
life may have gotten beyond our implicit and unexamined understandings of it.
There is, in a sense, the implicit view that all experienced students of organizations
or politics know what a positive, viable, and realistic organizational situation is
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and can therefore go immediately to studying the problem as if they knew what
the right way was. Rarely does this perspective include questions about how
good an organization can be or about what might be expected as the highest
regularly sustainable level of accomplishment possible given the circumstances
facing the organization. Absent a perspective about maximum possible ac-
complishments, students of public organizations and public policy often have
exaggerated expectations of what one might or should expect of social cooperation
in modern society.

A second implication closely follows. Most HROs provide important public
services that require operating for long periods at high-peak capacity. Failures of
their task and production technologies can be catastrophic — the costs of major
failures seem much greater than the lessons learned from them. Public and official
concern has grown concerning HRO operations, costs, and safety performance. In
responding to these concerns, analysts and policymakers have tended to suppose
that behavioral patterns in effective HROs do not vary significantly from those
in the more familiar, effective trial-and-error organizations. If this were the case,
there would be little reason to give special attention to HROs, except perhaps
to placate a nervous public. The idea, however, that there is a close similarity
between HROs and trial-and-enror organizations is unlikely; as argued above,
there are several limitations to contemporary theory.

Without an improved theoretical understanding and subsequent changes in
conventional organizational wisdom there are likely to be unexpected, subtle, and
unpredictable consequences from the introduction of powerful and demanding
new technical systems into complex HROs of scale. Criticisms and proposals
for change are likely to underestimate and be underinformed regarding their
consequences for organizational operations. Overlooking the requisites for high-
reliability organizations and the costs and processes that assure them is a source
of major policy error and the roots of tragic remedies.

Notes

1. The quotation in the title is from a remark by Walter Heller brought to our notice by Richard
Hug. This article is a revision of a paper delivered at the annual meeting of the American
Political Science Association, Washington, D.C., September 1988, and the Conference
on the Future of Public Administration II, Minnowbrook Center, Syracuse University,
September 1988. The research was supported in part by Office of Naval Research contract
N-00014-86-k-03123, National Science Foundation grants SES-8708804 and SES-8911105,
and the Institutes of Governmental Studies and Transportation Studies, University of
California, Berkeley. The paper draws on discussions of the High Reliability Organization
Project research team; see note 4. The authors thank Karl Weick, Richard Hug, and several
anonymous reviewers for their constructive comments.

2. We thank Austin Hoggatt for this compact phrase.

3. The “failure-free” or high-reliability goal has been part of organizational life for some time,
for example, in hospital operating rooms, the delivery of water supplies, preventing accidents
in the workplace, care in financial accounts, and other activities within organizations.
Recently, however, high-reliability demands have been applied insistently to technical systems
of such scale that the failure-free goal is sought for whole organizations.

4. The organizations are the Federal Aviation Administration’s air-traffic control system and
the two nuclear aircraft carriers and air wings of the U.S. Navy’s Carrier Group Three,
USS Carl Vinson and USS Enterprise. We are also studying Pacific Gas and Electric
Company’s electric power system. The illustrations reported here have strong parallels in
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10.

11.

12.

13.

14.

15.

16.
17.

the utility, including its nuclear power station. The project team has included Geoffrey
Gosling, Transportation Engineering; Todd R. La Porte, Political Science; Karlene H.
Roberts, Business Administration; Gene I. Rochlin, Energy and Resources; and Paul
Schulman, Political Science, Mills College, with student members Paula Consolini,
Douglas Creed, Jennifer Halpren, Barbl Koch, Edward Lascher, Suzanne Stout, Alexandra
Suchard, and Craig Thomas. For an overview of the project see La Porte, Roberts, and
Rochlin (1989), and Roberts (1989, 1990). The full study also considers organizational
culture and technological change.

When systems begin to take on this characteristic, societies generally turn to govern-
ment to assure such performance, either as operators or as regulators. It is a remarkable
task to shift to the public sector.

If this were the case, these organizations would exhibit much the same phenomena as
described or predicted in organization and management studies. See Perrow (1984) for
a pointed and vivid discussion of the organizational aspects of “normal accidents” in
hazardous systems from just such a perspective; ¢f. La Porte (1982). In null-hypothetical
terms, organizations would not vary in internal authority or communication patterns,
decisionmaking behavior, or internal culture as a function of the degree to which their
production technologies are perceived to be hazardous or to which the consequences of
individual failures in production are seen to vary in severity. This hardly seems plausible.
Yet organization theory literature rarely speaks to this situation. This literature has
been derived almost exclusively from organizations in which trial-and-error learning
is the predominant and accepted mode of learning and improvement, Contemporary
administrative/organization theories are essentially theories of trial-and-error, failure-
tolerant, low-reliability organizations. For the rare exceptions, see Landau (1969, 1973,),
Lerner (1986), Lustick (1980), and Woodhouse (1988) for a beginning logic that calls for
empirical work. There is an extensive literature on equipment reliability in the engineering
literature, but it does not inform the organizational problem.

A prior question concerns the characteristics of an organization’s production technologies
which result in perceptions that its failure is increasingly hazardous. For examples of studies
of risk and risk perception, see Fischoff; Slovic; and Dietz, et al. (1991). See also Metlay
(1978).

Thompson and Tuden (1959); see Thompson (1967) and Scott (1987a) for more recent uses
and interpretations of the logic of each decision strategy.

Interestingly, this seems a precursor to the garbage-can model of decisionmaking in a much
different structural situation; see Cohen and March (1972).

See Reason (1990) for a comprehensive review of studies of human error mainly at the
individual level. In contrast, the interest here is on the group or organizational context of
human performance.

See, for instance, Simon (1957b), March and Simon (1958), Braybrooke and Lindblom
(1963), Lindblom (1959), Etzioni (1967), and especially Landau and Stout (1979).

See the work of Lindblom and others developing the concept of “disjointed incrementalism,”
“muddling through,” and “partisan mutual adjustment.” See Braybrooke and Lindblom
(1963), Luidblom (1959), and Lindblom (1965) for early expressions of this perspective.
See also Lindblom (1979) and Etzioni (1967 and 1986) for a revision of mixed scanning
and Lustick (1980) and Wimberley and Morrow (1981).

See Etzioni (1967) for a discussion of the difficulties of incremental decisionmaking in
“fundamental” situations. Etzioni expects errors to occur: “While mixed scanning might
miss areas in which only a detailed camera could reveal trouble” (389), it is less likely than
incrementalism to miss obvious trouble spots in unfamiliar areas. A similar but unaddressed
situation obtains for operational processes of high hazard.

Landau (1973), Morone and Woodhouse (1986, chapters 8 and 9), Woodhouse (1988), and
Lustick (1980) are exceptions. See also Perrow (1984) and Schulman (1980) for views that
touch on these issues.

See especially Schulman (1990) and La Porte and Thomas (1990) for an unusual case from
another example of a HRO.

See Rochlin (1988) for a description of this situation during flight operations at sea.

See also Thompson (1967) who argues that administration in these situations is likely to
be programmed, with hierarchical authority structure.
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Cf. Rochlin (1989) for a complementary view stressing patterns of informal organization.
There are still some situations that surprise operational personnel. The emergency-response
mode is often operative when this happens and a special form of the high-tempo operations
mode emerges. Those on the spot with both technical skills and personal presence take
charge until the emergency is in hand, then they revert to the directed mode. See, for
example, Sallings (1978) and the research on community response to disasters and on risk
management after the Three Mile Island nuclear power plant disaster.

The modes-of-operation observations are consistent, post hoc, with the contingency theory
claim that the better the match between structural differentiation and the complexity of the
work performed, the higher the organization’s effectiveness. The more specific contingency
expectations, however, are too simple to account for the complexity and flexibility observed.
Earlier work of Lawrence and Lorsch (1967) argued that some organizations will be more
highly formalized and have greater goal specificity than others and that the differences
are associated with the organization’s environment. As summarized in Scott (1987a),
organizational forms are ranged along a single continuum: at one end are organizations
that have clearly specified goals, are centralized, and have highly formalized organizational
structures; at the other end are organizations that lack agreement on goals, are decentralized,
and have less formalized organizational structures. This continuum may explain the range
of trial-and-error organizational forms, but it needs elaboration to account for HROs that
at times exhibit high formalization and, at others, exhibit low formalization. The modes-
of-operation pattern could be rationalized in terms of Lustick’s (1980) logic, but this is not
a central part of his paper.

Cf. Rasmussen (1988) for a similar insight from the engineering risk-management
community.

There are two views from widely divergent perspectives that are also consistent with the
observations here but still too abstractly applied to use as a basis for deriving hypotheses
concerning internal authority patterns in HROs. See K. Weick’s (1987) notion of requisite
variety and the work on organizational networks, especially W. W. Powell (1989).

See Lawrence and Lorsch (1967); see also the extension of the contingency theorists’ views
in Galbraith (1977, 107), Pfeffer (1981), and Pfeffer and Salanzick (1978).

Scott’s (1987a) extraordinary summary also provides conceptual logics that could be used
past boc to suggest elaborations of theory once the observations have been made. However, in
an attempt to assist the researchers here in doing so before the fact, Scott (1987b) found that
the literature is quite limited in terms of overall organizational reliability. Its main conceptual
utility is in addressing the conditions associated with individual reliability in situations in
which improvements would be from relatively modest to above-average levels.

See Rochlin et al. (1987), Rochlin (1989), and Roberts (1990) for descriptions of other
activities as well.

One of the authors here returned to this task (after some ten years) under the auspices of
the Max Planck Institute for Social Research, Cologne, FRG, October 1987; see La Porte
(1975, chapter 1, and 1987).

See especially the work of Burt and his followers: Burt (1978, 1980, and 1983), Burt
and Schott (1985), Cook (1982), Cook and Emerson (1978), Cook et 4/. (1983), Dunn and
Ginsberg (1986), Leinhardt (1977), Lincoln (1982), Mandel (1983), Marsden (1982), Skinner
and Guiltinan (1986), Tichy (1981), and Willer and Anderson (1981, especially chapter 1
introduction and Willer, “Structurally Determined Networks,” chapter 9).

See, for example, Ornstein (1984), Palmer (1983), and Stearns (1986).

See, for example, Aldrich (1976), Aldrich and Whetten (1981), Benson (1975), Cook (1977),
Fombrun (1986), Galaskiewicz (19B5), Gerlach and Palmer (1981), Hall ez 4/. (1977), Levine
and White (1961), Powell (1989), Tjosvold (1986), Turk (1986), and Wievel (1985).

See particularly the work on interdependence in the Administrative Science Quarterly for this
emphasis.

See, for example, Beyer and McKinley (1979), Blau (1970 and 1977), Carneiro (1986),
Cohen (1984), Dewar and Hage (1978), Klatzky (1970), Meyer (1972), La Porte (1975),
Morin (1974), Richardson and Wellman (1985), and Streufert and Swezey (1986).
Lincoln (1982, 32 ff.). See also Boorman and Harrison (1976), Boorman and White (1976),
Doreian (1974), Granovetter (1976), Holland and Leinhardt (1979), Marsden and Campbell
(1984), Schwartz and Sprinzen (1984), and White, Boorman, and Breiger (1976).
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State Behavior in International Crisis: A Model
Michael Brecher

Source: Journal of Conflict Resolution, 23(3) (1979): 446-480.

Definitions

hat distinguishes a crisis from a noncrisis in international politics?

Viewed from the perspective of a state, a crisis is a situation with

three necessary and sufficient conditions, deriving from a change in
its external or internal environment. All three are perceptions held by the highest-
level decision makers:

(a) a threat to basic values, with a simultaneous or subsequent
(b) high probability of involvement in military hostilities, and the awareness of
(c) finite time for response to the external value threat.!

This definition of crisis concentrates on the perceptions and behavior of a
single state. At the same time, inputs from other states and the international system
as a whole influence the behavior of the crisis actor by shaping its definition of
the situation and its response. In other words, crisis decisions are made in light
of expectations about the behavior of other international actors. Moreover, a
situational change, the precondition of crisis, also may be a destabilizing event in
the international system. As such, a microanalysis of crisis incorporates some of the
dimensions which are considered in a system-level analysis of crisis.” Nevertheless,
the state remains the central object of investigation — how its decision makers
perceive environmental change and how they choose, in the context of escalating
or deescalating perceptions of threat, time pressure, and probability of war.

This definition builds on but differs significantly from the widely accepted
Hermann view of international crisis for a state (1969a: 414):

A crisis is a situation that (1) threatens high-priority goals of the decision-
making unit, (2) restricts the amount of time available for response before
the decision is transformed, and (3) surprises the members of the decision-
making unit by its occurrence. . . . Underlying the proposed definition
is the hypothesis that if all three traits are present then the decision pro-
cess will be substantially different than if only one or two of the char-
acteristics appear.’

The definition of crisis offered here differs on five essential points: (1) the omis-
sion of “surprise” as a necessary condition; (2) the replacement of “short” time by
“finite” time for response; (3) the recognition that the situational change which
induces a crisis may originate in the internal as well as the external environment
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of the crisis actor; (4) “basic values,” rather than “high priority goals,” as the
object of perceived threat; and (5) the addition of perceived “high probability of
involvement in military hostilities.” These changes will now be elaborated.

(1) High threat, probability of war, and finite time situations in the perceptions
of decision makers are not unanticipated. Two illustrations will suffice. The situ-
ational change created by the Soviet Union in Berlin in 1961 and that brought on
by Egypt’s closing of the Straits of Tiran in May 1967 did not come as a surprise
to American and Israeli decision makers, respectively. But the perceived threat
catalyzed stress in both cases, leading to changes in their decision-making process
and behavioral response.

Hermann and others were to become skeptical about the surprise compon-
ent. His early simulation analysis led to a finding (1969a: 69) of “no significant
relationship between either the time and awareness [surprise] dimensions or the
threat and awareness dimensions; however, a significant correlation did occur
between decision time and threat.” This he reaffirmed in a later paper (1972: 208):
“Consistent with this . . . is a review of the crisis literature that found the prop-
erty of surprise mentioned less frequently than the other two traits.” The lower
frequency of surprise and doubt about the adequacy of the overall Hermann
definition of crisis are also evident in the findings of Brady (1974: 58): “In sum, . ..
the absence of second-order interaction effects leads us to qualify our judg-
ment concerning the typology’s utility.” And Hermann acknowledged (1977)
that, after extensive research, he concurred with the view that surprise was not a
necessary — or universally present — condition of crisis. However, when it occurs,
it may increase the impact of time pressure.

(2) The lack of universality of the short time condition, too, is demonstrated
by the 1961 Berlin and 1967 Middle East cases. The former lasted three months,
the latter three weeks, with Israel’s decision makers willing to delay a military
response for another week or two. It was not the perceived brevity of time that
influenced decision-making behavior in those crises, but the awareness of the
finiteness of time for choice. A response could not be delayed indefinitely; that s,
whether a week, a month, or many months, there was a realization that decisions
for or against war had to be made within some time frame, however imprecise
the deadline.

(3) For many Third World states the situational change which triggers an
international crisis has often occurred within the domestic environment, usually
through physical challenges to the régime by strikes, demonstrations, riots, as-
sassination, sabotage, and/or attempted coups d’état. Most new states are deeply
penetrated political systems; and domestic situational changes, some of which
derive from foreign sources, may give rise to an image of external threat. The as-
sault on Chile’s Allende régime in 1973 is a dramatic illustration of a widespread
phenomenon in Asia, Africa, and Latin America.

(4) “High-priority goals” as the focus of threat has been broadened to “basic
values.” These include “core” values, which are near constant and few in number,
such as survival of the society and its population, political sovereignty, and ter-
ritorial independence. A second value dimension is context-specific “high-priority”
values; these derive from ideological and/or material interests as defined by
decision makers at the time of a particular crisis. “Core” values, by contrast, are
shared by changing régimes and decision making groups, as well as the attentive
and mass publics, of the state under inquiry. A crisis may be said to exist when
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the threatened values are not only “high priority” for the incumbent élite, but
also include one or more “core” values.*

(5) The most important change is the addition of “perceived high probability
of war” as a necessary condition of crisis. In both cases cited above, decision
makers of the United States (1961) and Israel (1967) thought it very likely that
they would be involved in “military hostilities” before the threat to values was
resolved.’ Theoretically, perceived probability of war can range from .001 to .999.
Operationally, “high probability” may be designated as .50 to .99 — that is, at
least a 50/50 possibility. However, a marked change in the probability of war (for
example, from .1 to .3) may be just as salient to decision makers as a move into the
high-probability range, especially in cases where protracted conflict predisposes
them to expect crisis. What is crucial to the existence of an international crisis
is a high — or substantial change in — perceived war likelihood. Threat and time
pressure may coexist without a situational change being defined or responded to
as an external crisis. Moreover, probability of war necessarily implies a perceived
threat to values — but the reverse does not obtain. Thus, probability of war is the
indispensable condition of crisis, with threat and time closely related, as will be
specified below in the model of behavior in international crisis.

The centrality of “perceived high probability of war” is also contained in the
Snyder-Diesing defintion of crisis (1977: 6, 7):

An international crisis is a sequence of interactions between the govern-
ments of two or more sovereign states in severe conflict, short of actual war,
but involving the perception of a dangerously high probability of war.

The centerpiece of [the] definition is “the perception of a dangerously high
probability of war” by the governments involved. Just how high the per-
ceived probability must be to qualify as a crisis is impossible to specify. But
ordinary usage of the term c¢risis implies that whatever is occurring might
result in the outbreak of war. The perceived probability must at least be high
enough to evoke feelings of fear and tension to an uncomfortable degree.

While a perceived high probability of war is common to these two definitions of
crisis, there are important differences. For Snyder-Diesing crisis is an interaction
process; we focus on the perceptions and behavior of one state, an action process.
Second, they ignore the time component, both its duration and intensity, though
we share the view that crises need not be short — some last many months, even a
year or more. And third, for them “the term probability of war excludes war itself
from the concept ‘crisis’” whereas the International Crisis Behaviour (ICB) Project
develops the concept of intrawar crisis.’

Preliminary research has shown that there are developments during a war
which logically fall into the category of triggers to an international crisis for a
warring state. An intrawar crisis (IWC) manifests conditions (a) and (c) of the
definition specified earlier — a threat to basic values and an awareness of finite
time for response, generated by an environmental change. By its very nature an
IWC excludes the condition “perceived high probability of war.” The replacement
indicator is a perceived deterioration in a state’s and/or ally’s military capability
vis-a-vis the enemy — that is, an adverse change in the military balance. Six kinds
of situational change have thus far been uncovered as triggers to actor-crises
during a war: (1) the entry of a new major actor into an ongoing war; (2) the exit
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of a major actor from a war; (3) technological escalation during a war; (4) a major
escalation, other than the introduction of qualitatively advanced technology;
(5) defeat in battle which decision makers perceive as significant; and (6) a
perceived high probability that a major actor will enter a war.?

Model

A model of state behavior in international crisis has been constructed within
a general foreign policy framework specified elsewhere (Brecher et al., 1969;
Brecher, 1972: ch. 1). The approach, designated as “structured empiricism,”
is based on three assumptions: (1) every international crisis for a state can be
dissected systematically through time in terms of a foreign policy system; (2) there
are universal categories to classify relevant data; and (3) comparable findings can
be used to assess the utility of a model, as well as to generate and test hypotheses
about the crisis behavior of different types of states. The independent variable is
perception of crisis as derived from decision markers’ images of stimuli from the
environment. In operational terms, there are three independent — but closely
related — perceptual variables: threat; time pressure; and high probability of war.
The intervening variable is coping, as manifested in four processes and mechanisms:
information search and absorption; consultation; decisional forums; and the
consideration of alternatives. The dependent variable is choice (decision).

The model (Figure 1) postulates a time sequence and causal links among
its variables.” The trigger event, act, or environmental change occur at time t,.
These are the sine qua non for an international crisis viewed from the perspective
of a state; that is, they necessarily precede and stimulate changes in decision
makers’ perceptions of threat (and, later, of time pressure and high war likelihood
as well). Perceptions of crisis, the composite independent variable, are generated
and are often expressed at time t,. They are the cognitive reaction to the en-
vironmental stimulus and they induce a feeling of stress. Decision makers respond
to threatening developments by adopting one or more coping strategies.!’
Whichever is selected, coping occurs within the broad time frame, t,. Changes in
perceptions of crisis affect not only coping mechanisms and processes; they also in-
fluence the content of decisions. In terms of the model, perceptions of crisis-
induced stress (the independent variable) at t, are mediated through coping (the
intervening variable) at t, and shape decisions (the dependent variable) at t,. The
direct link to choice is frorn the decisional forum, which selects one OpthIl after
an evaluation of alternatives in accordance with a set of decision rules.

The variables of the crisis behavior model and their interrelations may now
be elaborated. According to Lazarus (1968: 340), “threat refers to the anticipation
of harm of some kind, an anticipation that is created by the presence of certain
stimulus cues signifying to the individual [or group] that there is to be an experi-
ence of harm.” Threat perception incorporates the dimensions of activity (active-
passive), potency (strong-weak), and affect (central-peripheral).

The notion of time pressure is closely related to uncertainty. Decision makers
may be uncertain, for example, about their adversaries or the scope of information
to be absorbed. Time pressure refers to the gap between available time and the
deadline for choice. “Cirisis time” cannot be equated with “clock time”: it depends
on available time in relation to time pressure for decision. Thus, if a problem can
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be resolved in 24 hours, and 48 hours are available, time will be less salient for
behavior. Conversely, time will be more salient if a decision cannot be reached
for 96 hours in a 48-hour-clock time situation (Robinson, 1972: 24-25). When
decision makers are uncertain, the pressure of time is likely to be greater.

The probability of war (or military hostilities), too, is related to uncertainty.
If war is perceived to be certain or as certain not to occur, the situational change
which generates that image is the source of something other than a crisis: there
must be some uncertainty about war involvement. A sharp change in perceived
probability of war may, as noted, be just as salient as high probability. Moreover,
the saliency of changes in probability may also be a function of whether decision
makers are confronted with nuclear as opposed to conventional war. It is un-
certainty about war, value threat, and time pressure that makes a situation a crisis
and leads to “crisis-type” decision-making.

The three independent variables are logically separate: threat refers to value,
time to temporal constraint, and war to means of goal attainment. One would
expect, however, to find interrelations among the three components of crisis. It
may be argued that the more active and stronger the threat and the more central
the value(s), threatened, the higher will be the perceived probability that military
hostilities will ensue. That, in turn, would lead to a more intense perception of
crisis. Similarly, the more active, the stronger, and the more central (basic) the
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threatened value(s), the more limited will be the perceived time for response.
Moreover, the greater the time pressure, the higher will be the perceived
probability of war and the more intense the perception of threat. The reverse rela-
tionship also obtains: the higher the perceived probability of war, the more
central, active, and strong will be the perceived value threat, and the more
limited will be the time perceived to be available for response to that threat. In
short, it is postulated that the three crisis components operate in mutually inter-
acting relationships.

Two of these linkages, between threat and environmental stimulus, and threat
and time, were lucidly summarized as follows (Lazarus, 1968: 340, 343):

The immediate stimulus configuration resulting in threat merely heralds the
coming of harm. Threat is thus a purely psychological concept, an inter-
pretation of the situation by the individual. . . . Another, less emphasized
factor in the stimulus configuration is the imminence of the confrontation
with harm. Threat is more intense when harm is more imminent.

The composite independent variable, as noted, creates stress among decision
makers.!! According to Janis and Mann (1977: 50):

Psychological stress is used as a generic term to designate unpleasant emo-
tional states evoked by threatening environmental events or stimuli. A
“stressful” event is any change in the environment that typically induces a
high degree of unpleasant emotion (such as anxiety, guilt, or shame) and
affects normal patterns of information-processing.'?

Holsti and George remarked (1975: 257):

Psychological stress requires an interpretation by the subject of the sig-
nificance of the stimulus situation. Psychological stress occurs either when
the subject experiences damage to his values or anticipates that the stimu-
lus situation may lead to it. “Threat,” therefore, is not simply an attribute
of the stimulus; it depends on the subject’s appraisal of the implications of
the situation.!?

The first reactive (coping) step by decision makers is to seek information
about the threatening event(s) or act(s): threat-induced stress generates a felt
need for information and a consequent quest. The probe may be through ordinary
or special channels. It will be marginal, modest, or thorough depending on the
level of stress. The information may be received with an open mind or through
a lens biased by ideology, memories of past experience or other such factors; and
it will be processed by n persons in small, medium, or large groups. The kind of
receptivity and size of the absorbing group, too, will vary with the level of stress.
As indicated in Figure 1, changes in crisis-induced stress at t, cause changes in
information processing at t;; the precise effects on the extent of the probe, the
type of receptivity, and the size of the absorbing group will vary among states,
depending on diverse attributes.

The initial acquisition of information leads to a process of consultation.
This involves peer members of the high-policy elite, bureaucratic and military
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subordinates, and, possibly, others such as persons from competing elites and
interest groups. Consultation may be frequent or infrequent, ad hoc or insti-
tutional in form, within a large or small circle, comprising one or more groups
and n persons. Coping involves, too, the activation of a decisional forum which
varies in size and structure. As with the several aspects of information-processing,
changes in the intensity of crisis-induced stress will have effects on the pattern
of consultation and the size, type, and authority pattern of the decisional unit.
Case studies will illuminate the variation by international crisis actor. Moreover,
as specified in the model, consultation will occur before and/or simultaneous with
the creation of the decisional unit to consider alternatives and make a choice.

Search and evaluation have been defined as follows (Holsti and George, 1975:
271, n. 10):

Search refers to the process of obtaining and sharing relevant information,
and of identifying and inventing alternative options; [and] analysis (or
evaluation) refers to the processes of examining and evaluating the relative
appropriateness of alternative options with reference to stated or alternative
objectives and values.!*

The search for and evaluation of options will depend on the intensity of crisis-
induced stress, especially the amount of time perceived by decision makers as
available before a response must be made. Once again, the model specifies a causal
link between perceptions of crisis at t, and the processing of alternatives at t,. Just
as changes in crisis-induced stress will affect one or all aspects of coping in various
ways, so too, the model posits, different patterns of choice will be associated with
different levels of stress and will vary among states.

Figure 1 specifies a model of state behavior in the crisis as a whole. However,
several (perhaps many) choices will be made during a crisis. Moreover, stress
changes, beginning with a more intense than normal perception of threat on the
part of decision makers and ending with deescalation toward normal percep-
tions of threat, time pressure, and war likelihood. Thus, a three-period model
of crisis behavior was designed to specify the changes that take place within a
crisis, from its inception, with low stress (precrisis period); through rising,
higher, and peak phases of stress (crisis period); to a moderating, declining phase
(postcrisis period).

The precrisis period is marked off from a preceding noncrisis period by a
conspicuous increase in perceived threat on the part of decision makers of the
state under inquiry. It begins with the event/act (or cluster of events/acts) which
trigger(s) a rise in threat perception.

The crisis period is characterized by the presence of all three necessary conditions
of crisis —a sharp rise in perceived threat to basic values, an awareness of time con-
straints on decisions, and an image of the probability of involvement in military
hostilities at some point before the issue is resolved. It, too, begins with a trigger
event/act (or cluster of events/acts). If war occurs at the outset of the crisis period
or within its time frame, the third condition takes the form of a perceived decline
in military capability vis-a-vis the enemy (adverse change in the military balance) —
that is, increasing threat.

The postcrisis period begins with an observable decline in intensity of one or more
of the three perceptual conditions — threat, time pressure, and war probability.
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If the onset of this period is synonymous with the outbreak of war, the third con-
dition is replaced by an image of greater military capability vis-a-vis the enemy
(positive change in the military balance) — that is, declining threat. The postcrisis
period (and the entire crisis) may be said to terminate when the intensity of
relevant perceptions has returned to noncrisis norms.

Demarcation into three periods can be established for any crisis, given the
availability of data. This facilitates the attainment of several goals in the analysis
of crisis behavior. First, it may clarify a causal link between decision makers’
images and their choices within each period. Second, it can illuminate differences
in behavior response across crises; for example, in the cases used in this article
to apply the model, Israel decided to mobilize and, later, to preempt in 1967,
in contrast to her decisions not to mobilize until the eleventh hour and not to
preempt in 1973. And third, comparative analysis uncovers findings which can
generate new hypotheses about how an array of states behaves in each of the three
periods of diverse international crises.

The three-stage model (Figure 2) follows the integrated model in its central
postulates: first, a time sequence from the trigger event or act (t,) to perceived
threat (t, — and later, to time pressure and probability of war), to coping (t,), to
choice (t,), with feedback to the environment; and, second, a causal link from
crisis-induced stress, mediated through coping, to choice, or decision. The three-
stage model, however, goes further in trying to incorporate the pivotal concept of
periods within a crisis, each with explicit indicators as noted above. Thus, whereas
Figure 1 presents behavior in crisis as a total, integral phenomenon, Figure 2
monitors change from the beginning to the end of a crisis through each period.

Viewed in this frame, the sequence from trigger to choice is replicated three
times: t, — t, in the precrisis period; t, — t, in the crisis period; and t, - t,, in the
postcrisis period. Among the independent variables, perceived threat alone is
present in the precrisis period, as indicated. Stress will therefore be at its lowest
and will have x effects on coping processes and mechanisms and on decisions.
Their implementation will generate feedback to the environment. As long as this
does not induce a sharp increase in threat, the flow from trigger to choice will be
repeated. The essentially unchanged — and low — level of crisis-induced stress will
lead to n decisions by a state during the precrisis period. It is only when feedback
from decisions to the environment or some other situational change (or both)
trigger a sharp rise in threat and, with it, an awareness of time pressure and the
likelihood of war that the onset of the crisis period can be identified.

As evident in Figure 2, threat perception in the crisis period is conspicuously
larger than in the precrisis period. Moreover, time and the probability of war
become salient. Therefore, crisis-induced stress escalates, with consequences for
both coping and choice. Their actual content will become known only as a result
of empirical inquiry and will vary; thus, the boundaries of coping processes and
mechanisms and of choice are represented in broken lines. As long as the perceived
crisis components do not reveal declining intensity, the flow from t; to t, will
be replicated within a crisis period encompassing rising, higher, and peak crisis
phases. Just as the model predicts a distinctive pattern of choice in the low-stress,
precrisis period, so too it posits different choice patterns in the stress phases of
the crisis period.
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When a situational change or feedback from one or more choices triggers a
decline in intensity among the perceptual components of crisis, another breakpoint
has occurred — namely, the transition from crisis period to postcrisis period. As
indicated, stress will lessen and that, in turn, will affect coping and choice in
forms and extent hypothesized as different from those in the crisis and precrisis
periods. In short, the model predicts at least three patterns of choice. The broken
lines there, too, indicate lack of a priori knowledge about the content of effects.
Ultimately, a decision or cluster of choices in the postcrisis period will lead to a
situational change which is perceived as no more threatening, time constraining,
or likely to confront the state with war than events or acts in noncrisis periods.
At that point, the crisis ends.

The model of crisis behavior includes two linkages: between different levels of
crisis-induced stress and coping processes and mechanisms; and, second, between
stress levels and choice patterns. As such, it attempts to fill a major lacuna:

In evaluating the consequences of stress it is necessary to consider not
merely the effect on formal process variables but also the ultimate effect
on the substance of the resulting decisions. We advocate, that is, a two-step
model for evaluating the impact of stress on the process and substance of
policy-making [Holsti and George, 1975: 269].

In the quest for knowledge and theory one seeks to discover or confirm re-
lationships which obtain for a number of nonidentical occurrences, phenomena,
processes, and so on. Thus, in the analysis of crisis behavior one seeks to predict
the probable outcome of decision processes which have been investigated and
those not yet analyzed which clearly fall within the scope of definition of the given
universe of data — that is, crisis decisions. The ICB inquiry into crisis behavior is
guided by an overarching research question and several that derive therefrom.

The central question may be stated thus: What is the impact of changing stress,
derived from changes in perceptions of threat, time pressure, and the probabil-
ity of war, on the processes and mechanisms through which decision makers
cope with crisis and on their choices? Following the model, the ICB case studies
of state behavior in crisis address nine specific questions. What are the effects of
escalating and deescalating crisis-induced stress

on information? (1) the perceived need and consequent quest for
information,
(2) the receptivity and size of the information-
processing group,
(3) cognitive performance;
on consultation? (4) the type and size of consultative units,
(5) group participation in the consultative process;
on decisional forums? (6) the size and structure of decisional forums,
(7) authority patterns within decisional units;
on alternatives? (8) the search for an evaluation of alternatives,
(9) the perceived range of available alternatives.!

These questions provide the focus for comparative inquiry.'® Findings will be
used to generate new hypotheses on crisis behavior and to assess others drawn
from the literature.
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The independent variable, perception of crisis — or more precisely, perceptions
of threat, time pressure, and probability of war — are analyzed by quantitative and
qualitative techniques. The former combines several types of content analysis — of
secretly communicated and recorded images prior to crisis decisions when they
are available (as with Japan’s decisions for war and peace in 1941 and 1945), or of
a sample of publicly articulated statements by decision makers before making
their choices among options. More specifically, content analysis will take one or
all of three forms depending on data availability:

(a) frequency and intensity of crisis perceptions, derived from all statements
expressing an awareness of threat, time constraint, and probability
of war;

(b) analysis of attitudes, based on statements of friendship and hostility,
satisfaction with the status quo, and demand for change in the status quo,
the intensity of which is measured by the “pair comparison” scaling
method;'” and

(c) advocacy analysis, the coding of all goals enunciated by decision makers
in the dissected messages or statements and their measurement along
a nine-point advocacy statement scale constructed by the analyst from
expert knowledge of the specific crisis, through the use of prototype
sentences (Brecher, 1975: chs. 6-8).

The quantitative (and qualitative) content analysis of statements and speeches is sup-
plemented by interview data where feasible and by post facto sources of perceptions,
such as memoirs and historical accounts of the crisis under investigation.

A reconstruction of the decision flow is another essential part of our meth-
odology, because of the dynamic character of the model. The link between per-
ception of crisis, coping or decision-making, and choice is not static, nor is it
one-directional. Rather, as indicated by the feedback arrows in Figures 1 and 2,
a continuous interaction is posited. The initial set of decision makers’ images and
their definitions of the situation on the eve of a crisis predispose them to choice.
These perceptions are mediated through coping mechanisms in a decision-making
process which begins with a quest for information and ends with an evaluation
of options. Once a decision is taken, its implementation affects and may substan-
tially change perceptions of the altered environment. That, in turn, leads to new
choices in response to new stimuli which are filtered through changed coping
mechanisms in a ceaseless flow of perception, coping, and choice until the crisis is
resolved. Thus, a detailed narrative of the decision flow performs two important
functions. First, it illuminates the responsive behavior of the crisis actor as de-
cisions and actions through time. Second, it provides the indispensable data for
an analysis of coping, or the decision-making process, throughout the crisis and
of the dimensions and patterns of choice by one international crisis actor.

Coping is explored through qualitative and quantitative methods; so too is
choice. Each pattern is a composite of choice dimensions; that is, traits of the option
selected, the decision. They are not additive. Most are perceptual — how the
decision makers view the choice they made, after the evaluation of alternatives has
narrowed options to the one which is transformed into a decision. First among
these is the core input(s): What is perceived as the crucial stimulus(i) to each
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decision? A second is cost, the perceived magnitude of the loss anticipated from the
choice — human, material, political, and/or intangible losses. A third is the gravity
or importance of the choice, measured along a five-point scale from “decisive”
to “marginal.” A fourth is complexity, the breadth of the decision’s content:
Does it involve only military or political or other issue-areas, one or more? An-
other dimension is systemic domain, the perceived scope of reverberations of
the decision, from domestic through regional to global. A sixth is the process
associated with choosing the selected option, designated as rational, affective,
or routine. Activity is another trait of choice, whether verbal or physical, to act or
delay. And finally, is the choice nove/ or is it based on precedent in the crisis be-
havior of the state under inquiry? Empirical data on coping and choice are coded.
The findings facilitate search for patterns, the generation and testing of propos-
itions, and thereby an assessment of the validity of a model of crisis behavior.

Application

The analysis of stress and choice is generally confined to process — that is, the
procedures used by individuals and groups to select one among perceived options
directed to a specific goal. Janis and Mann (1977: 11) observe:

If we have no dependable way of objectively assessing the success of a
decision, how can we apply and test the implication of propositions spe-
cifying favorable and unfavorable conditions for decision-making activity?
Our answer is that all such propositions . . . on the effects of low and
high levels of psychological stress — can be firmly anchored in observable
measures by examining the quality of the procedures used by the decision
maker in selecting a course of action.

In the model of crisis behavior presented here the procedures for choice com-
prise information-processing, consultation, decisional forum, and the search for
and evaluation of alternatives. The overall effects of changing stress — induced by
changes in perceptions of threat, time, and probability of war — on each of these
coping mechanisms in Israel’s 1967 and 1973 crises have been examined elsewhere.
So too have period-by-period effects within each crisis (Brecher, forthcoming:
chs. 4,7, 10, 11).

Here we confront, the second half of the central research question posed
earlier: What are the effects of changing crisis-induced stress, mediated through
coping mechanisms, on dimensions of choice? Stated in terms of the model, are
changes in stress associated with distinctive choice patterns, or do decision makers
tend to choose differently at various levels of stress?

In order to answer that question, Israel’s decisions in two international crises
have been dissected — from that point in time at which options for each problem
were narrowed to the most likely choice. Coding was done independently by the
author and another specialist on Israel’s crisis behavior, with an average intercoder
agreement of .85 for all choice dimensions and decisions combined.!® However,
because of space limitations, the findings as specified in this paper relate to only
five of the eight choice dimensions for each stress phase.
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Findings

The decisions in the lowest stress phase and the findings on choice are reported
in Table 1.

Table 1: Dimensions of choice: Lowest stress phase

7-16 May 1967
26 September—4 October 1973

Decision
number  Decision Core inputs Costs  Importance  Process Novelty
1967
1 Threat to Syria Arab Hostility Low 2 Routine No
2 IDF Alert Arab Hostility Low 1 Routine No
3 Limited Mobilization  Arab Hostility Low 3 Routine No
1973
1 Warning to Syria Arab Hostility Low 1 Routine No
Brigade to Golan
2 Delay Further Past Experience Low 1 Affective No
Discussion Cost of Mobilization

Until 7 October Rooted Belief

The pattern of choice at minimal crisis-induced stress was characterized by
decisions assessed as of little importance, with low cost, no novelty, one core input,
and a heavy reliance on routine procedures.

The data on dimensions of choice during the rising stress phase are presented
in Table 2.

A marked change occurred in the core inputs to choice, with much greater
variety than in the lowest stress phase. Arab hostility and relative military cap-
ability were present in each of four decisions; other inputs were past experience,
bargaining potential, status, and superpower pressures. Moreover, in the (wartime)
1973 rising stress phase, the perceived balance of Arab-Israeli military capability
replaced hostile Arab acts as the pervasive core input. Perceived costs increased
sharply, with only one of nine decisions viewed as low, two very high, and four
high. The gravity of decisions almost doubled in that phase to midpoint on the
scale, with an average of 2.95. Two of the nine choices were viewed by decision
makers as “crucial,” one of them as “decisive” (point 5), another as “significant”
(point 4). There was also a striking change in the process to choice, from almost
all to only two of nine decisions arrived at by routine procedures. In the (nonwar)
higher stress phase of 1967 there was a shift to affective evaluation. And when
that higher stress was accompanied by a change from nonwar to wartime condi-
tions in 1973, the process to choice was overwhelmingly rational calculus.

There was some tendency to novel choice: three of nine decisions lacked a
precedent in Israel’s experience, all in a wartime 1973 phase, compared to none
in the (nonwar) lowest stress phase of both crises. In short, the pattern of choice in
the second lowest stress phase was distinctive: a perception of more important
but not crucial decisions; a sharp increase in perceived costs; a tendency to un-
precedented choice; the greatest variety of core inputs, and declining resort to
routine procedures to choice.

The data on choice dimensions during the second highest stress phase are
reported in Table 3. The dominant input in that higher stress phase was U.S.
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pressure or attitudes, with a remnant of Arab hostility and an emerging perception
of opportunity for gain. The perceived costs remained considerable, with six of
eleven choices estimated as high or very high; all high-cost decisions were in 1973.
The importance of decisions continued to rise. Moreover, the number of choices
viewed as “crucial” by decision makers was double that of the rising stress phase.
There was a slight rise in reliance on routine procedures to choice. At the same
time, an increasing resort to rational calculus is evident. There was slightly more
novelty, four decisions being without precedent in Israel’s crisis behavior.

Another distinctive pattern of choice is thus apparent. With higher stress came
a further increase in the perceived importance of decisions, an almost unchanged
perception of high costs, a modest increase in novel choice, an awareness of U.S.
pressure as preeminent, and a heavier reliance on rational calculus in proceeding
to choice.

Decisions in the peak stress phase and findings on choice dimensions are
presented in Table 4. The most striking change occurred in the content, variety,
and number of perceived key stimuli to choice, with emphasis on past experi-
ence, the need for information, and the awareness of cost; and, in substantive
terms, an emphasis on the “lessons of history,” information, ideology or doctrine,
and cost calculations. External stimuli were less salient. Perceived costs increased,
eight of twelve decisions being in the high or very high category. The perceived
importance of decisions was the highest of any stress phase: no less than seven
of the twelve choices were viewed at the time to be “crucial.” There was change,
too, in the process to choice — a decline in reliance on routine procedures and a
noticeable rise in the resort to affective calculus. Unprecedented decisions con-
tinued to increase — eight of twelve in this stress phase.

In short, Israel’s choices in the highest crisis-induced stress phase were char-
acterized by (a) a sharp rise in the number of decisions perceived to be “crucial” and, in
general, the highest average decisional value; (b) a further increase in perception of
costs; (c) a marked increase in novel decisions; (d) greater variety and content
of inputs to choice; (e) and a greater disposition to affective-based decisions.

The data on decisions and choice dimensions in the postcrisis stress phase are
presented in Table 5. There was a decline from the peak stress phase in the num-
ber of core inputs to choice. However, the variety was as large, with anticipated
U.S. pressure and Soviet pressure the most frequent. Other stimuli were military
capability or strategy, pending elections, prisoners of war, ideology, opportunity for
gain, and past experience and information need. Cost perception declined sharply
to medium-low. There was, too, a marked reduction in the perceived import-
ance of decisions: the average value was 2.5, a sharp decline from the peak phase
(3.6) and lower than all three stress phases of the crisis period; but it remained
higher than the average for the precrisis period. There was a slightly greater
disposition to rational choice than at the highest level of stress. Resort to unpre-
cedented choices remained high.

In summary, the pattern of choice during the postcrisis moderate stress phase
revealed (a) a decline in the perceived importance of decisions, with an average
decisional value lower than the lowest of the three stress phases of the crisis
period; (b) a sharp reduction in perceived costs; (c) a continued high proportion
of unprecedented choices; (d) a decline in the number of inputs; (¢) and a higher
disposition to rational and affective procedures to choice.



98 challenges of crisis management

oouslladxg 1sed S1s0D Aljioede) Aey|iin

SBA SNOBYY ¥ wnipsiy SPNINY "S'N INOGE UOIjeWIOjU| 10} peSN (enp0qy) UoBUIYSEAN O} JIBIN ok
uolyew.ojU| o} PaaN
SOA I TN Z MO oousladxg 1sed yinos DO peajuloddy Ae-1eg 6
SOA [euoney IS) ybIH SaAIT pue Juswdinb3 ul 1500 UYLION UO Uolesjuaouo) 4| 8
SOA auinoy 1% wnips ABojosap| MoeNy-4e1uno) 0} pasemodws SOD /
ON SNOBYY % ybIH SOV gely 9[isoH uoiez|iqo|N e[eos-ebien 9
Ayceden Arepiin
oousladxg 1sed
uoluidQ oland PLOM
SBA [euoney S ybIH PNV 'S'N 1dwe-a1d 03 10N S
€61
ON [euoney e} ybiH Asopn ANjqipei) eousuieleq
SJUIBJISUOD Ol}sewo eousliadx3 1sed IS JIy eAndwe-aid youne L
ON [euoney Z ybIH oouslladxg 1sed pazieishi) sueld Aeujin 9l
SOA It 1% MO ABojoap| 8ousiedx3 1sed PBWLIOS JUBWIUIBAOY) AU [euolieN Sl
SBA [euoney € ybIH SSPNIHY "S'N INOge UoiewIoju| 104 PESN uojBuIysEAN O} HY 14
ON sulnoy 14 ybIH S0V qely 8Jl1SOH S1S0Q dllouody pamausy Helv 4dl el
SOA [euoney [¢] ybiH Asap fainssald 9oueld “M'N SN pakejoq ureby uoisioaq Jep Zl
1961
AijenoN $S800.d soueLodw| 51500 sinduy 8100 uoisioeg  Jequinu uojsioed

€261 4840300 6-9
2961 sunp y-Aeyy 8

aseyd ssalls 158yBiH :90l0y0 JO suoisusWwI( iy djqeL



is 99

in international cris|

1or in

brecher m state behav

SOA [euoney I wnipsy ABereng Aeujin 1UBW9aIBY WusU| 1d800y Le
SOA [euoney o) ybiH ainssaid 'S’N uoneJe|oaq Aousiebljleg-uop 1dAB3 uo plaIA 0e
SOA [euoney ) wnipa\ ABereng Aeujn JebBuissiy 01 [esodold uswebebussig 62
ON SN s Mo suonos|g Buipusd 9z 08 suolenobeN Hels 8¢
ABojosp|
SBA SN0 b Mo7 SMOd BABUSK) Je BLAS UNM HS },UOM /e
suelunssfed o3 AujsoH
SOA AT ol wnIpsiN AyInsoH qely SellEd BABUSL) MAN J9A0 1Bl O18A Isisu| o4
ABeyeng Aeyipy
ON [euoney ) wnipay AnsSoH geay 1uswebebuss|q JO swie| [et4
SOA AT | MO suonos|3 Bulpusd 8| Jequieda( 0} "JuoD BAsUSY) auod}sod 2
4oJeas uoljewIoju|
ainssald ‘SN LOL "Wy &1 ABA
SOA [euoney ) MO ABereng Aeujn "JUOD BABUSK) 8 Ueq] [t
SOA [euoney % MO ainssaid 'S'N JuswWeaIby Julod-XIS ubig 44
SMOd
ON ONI0BlY o) MO aInssald 'S'N uolBuUIYSEAA O} JIBIN 4
€I6F
ON [euolyey e MO alnssald Jemod-iedng pue [eqojn pa1dedoy ali4-esee) 9z
SOA [euoney e ybiH Aiap Ajunpoddo sjybleH ue|oL) 8eds o] [eT4
Aungeded Aeuin
ON [euolyey L wnipajy ainssald 191n0S pakeja eUAS UO yoeny 1724
SOA QAI0BlY e Mo aInssald 191n0S Joplog uelAg ssolD 03 10N [ord
ON QAI0BYY e Mo aInssald 191n0S [BUBD JO }SBT 90UBAPY OSESD 22
Ajunpoddo
alnssaid olsawoq
ON BN0BYY 14 ybiH ABojoap AN pIO Jo3ug 1z
SOA [euoney 4 wnips 2Inssald [eqolD B Jomod-1adng pajedionuy AID pIO 9l0410u7 0z
SOA [euoney 4 wnips\ 2Inssald [eqolD) B Jomod-1adng pajedionuy pakelog AlD PIO UO MoeRY 61
Aungeded Aeuin
SOA [euoney e MO oousladxy 1sed uepJop 0} Bujusepn gl
1961
AijenoN $5800.d soueLodw| 51500 sindur 8100 uoisioeg  Jequinu uossioed

aseyd ssalis Bululosp ‘e1BIePOIN :9010Yd JO SuoIsusWI(] i djqeL



100 challenges of crisis management

The impact of changes in crisis-induced stress, as mediated through coping,
on Israel’s choices will now be summarized.

Pattern I: one core input — Arab hostility: low cost; low importance; routine
procedures to choice; no novelty — reliance on precedent.

Pattern II: most variety of core inputs; sharp increase in perceived costs;
marked rise in importance; less resort to routine procedures; some tendency to
novel choice.

Pattern III: preeminence of superpower (U.S.) input, with declining variety
of stimuli; continued high costs perceived; higher importance; more reliance on
rational procedures to choice; slight rise in novelty.

Pattern IV: increase in variety and number of inputs; increase in perceived
costs; maximum importance; increased reliance on affect in choice; great increase
of unprecedented decisions.

Pattern V: decline in number and variety of inputs; sharp decline in perceived
costs; marked reduction in perceived importance; more analytic and affective
procedures to choice; continued resort to novel decisions.

These patterns may now be presented graphically, in the three-stage model of
crisis behavior, as adapted to Israel’s decisions in 1967 and 1973 (Figure 3).

Hypotheses

A model must also demonstrate the capacity to test hypotheses and to generate new
propositions. The findings on Israel’s behavior under stress in the 1967 and 1973
crises, focusing on the nine research questions specified earlier in this study, were
used to test 23 hypotheses on crisis behavior. These fall into three clusters:

(A) Information Processing

(1) “The greater the crisis [that is, the higher the stress], the greater the
felt need for information” (Paige, 1968: 292).

(2) “The greater the crisis, the greater the propensity for decision makers
to supplement information about the objective state of affairs with
information drawn from their own past experience” (Paige, 1968: 295;
Milburn, 1972: 274; Holsti and George, 1975: 281).

(3) “The greater the crisis, the more information about it tends to be
elevated to the top of the organizational pyramid” (Paige, 1972: 47).

(4) “The higher the stress in a crisis situation, the greater the tendency to
rely upon extraordinary and improvised channels of communication”
(Holst, 1972b: 75).

(5) “In crises, the rate of communication by a nation’s decision-makers
to international actors outside their country willincrease” (Hermann,
1972:202-204).

(6) “The greater the stress, the greater the conceptual rigidity of an
individual, and the more closed to new information the individual
becomes” (Shapiro and Gilbert, derived from Holsti, 1972a: 15, 19;
see also Paige, 1972: 49; Holsti and George, 1975: 279-280).
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(B)

©

(7) As crisis-induced stress increases, the search for information is likely

to become more active, but it may also become more random and less
productive (March and Simon, 1958: 116).

The Performance of Decision-Making and Consultative Groups

®)
)

(10)

(11)
(12)

(13)
(14)

(15)

“The longer the decision time, the greater the conflict within de-
cisional units” (Paige, 1972: 52; Lentner, 1972: 133).

“The greater the group conflict aroused by a crisis, the greater the
consensus once a decision is reached (Shapiro and Gilbert, 1975:
55, derived from Guetzkow and Gyr, 1954: 380-381).

“The longer the amount of time available in which to make a de-
cision, the greater will be the consensus on the final choice” (Shapiro
and Gilbert, 1975: 56, derived from Paige, 1972: 52).

The longer the crisis, the greater the felt need for effective leader-
ship within decisional units (Paige, 1968: 289, 1972: 52).

“The greater the crisis, the greater the felt need for face-to-face
proximity among decision makers” (Paige, 1968: 288; Janis, 1972:
4-5).

In crises, decision-making becomes increasingly centralized (Lentner,
1972: 130).

“In high stress situations decision groups tend to become smaller”
(Holsti and George, 1975: 288; Hermann, 1972: 197).

“Cirisis decisions tend to be reached by ad hoc decisional units” (Paige,
1968: 281).

The Search-Evaluation-Choice (Decision-Making) Process

(16) As stress increases, decision makers become more concerned with

the immediate than the long-run future (Holsti, 1965: 365, 1972a:
14-17, 200; Allison and Halperin, 1972: 50).

(17) “The greater the reliance on group problem-solving processes, the

(18)

(19)

(20)

21)

greater the consideration of alternatives” (Shapiro and Gilbert, 1975:
83, derived from Paige, 1972: 51).

During a crisis the search for alternatives occupies a substantial part
of decision-making time (Robinson, 1972: 26).

“The longer the decision time [in a crisis], the greater the
consultation with persons outside the core decisional unit” (Paige,
1972 52).

The relationship between stress and group performance in the
consideration of alternatives is curvilinear (an inverted U) — more
careful as stress rises to a moderate level, less careful as stress
becomes intense (Shapiro and Gilbert, 1975: 36; Milburn, 1972:
264; Holsti and George, 1975: 278).

As stress increases, choices among alternatives are made before
adequate information is processed; that is, there is a tendency to
premature closure (Hermann, 1972: 21; Holsti, 1972a: 21).
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(22) As time pressure increases, the choice among alternatives tends to
become less correct (Shapiro and Gilbert, 1975: 36-37; Holsti and
George, 1975: 291).

(23) As stress increases, decision makers tend to choose among alter-
natives with an inadequate assessment of their consequences (Pruitt,

1966: 411; Holsti and George, 1975: 278-279).

In essence, more than two-thirds of these hypotheses were supported by Israel’s
behavior in 1967 and 1973.1 Since these propositions were generated by research
on the behavior of great powers in the 1914 crisis and of a superpower in the
Korean (1950) and Cuba Missile (1962) crises, it is reasonable to infer from our
findings a tendency to common behavioral response in international crises affecting
information patterns; the size, structure, and performance of decision-making
groups; and aspects of the search-evaluation-choice process.

The findings about stress, coping, and choice derived from the operational-
ization of our model led to the generation of almost 40 new hypotheses about state
behavior in international crisis.?” Some will be noted here by way of illustration,
in both rising and declining stress situations.?!

Coping Mechanisms

As crisis-induced stress rises:

(1) the quest for information about the threatening event(s), act(s) and/or
environmental change(s) tends to become more thorough;?

(2) decision-makers increasingly use ad hoc forms of consultation;

(3) there is a heavy reliance on medium-large and institutional forums for
decision; and

(4) the search for options tends to increase.

As crisis-induced stress declines:

(5) the quest for information becomes more restricted,;

(6) the consultative circle becomes narrower;

(7) there is a maximum reliance on large, institutional forums for decision,
regardless of whether it is a war or postwar phase; and

(8) the evaluation of alternatives reaches its maximum care, more so when
time salience is low.

Stress and Choice

As crisis-induced stress rises:

(9) the number and variety of core inputs to decisions increases sharply;
(10) decision makers assess their decisions as costly;
(11) decision makers tend to perceive their decisions as more and more
important;
(12) the selected option tends to be chosen by rational calculus; and
(13) there is a steady increase in resort to choices without precedent.

As crisis-induced stress declines:

(14) the number and variety of core inputs to choice is reduced; and
(15) unprecedented choices remain at their peak.
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A model of state behavior in international crisis has been specified and applied.
Its utility has been demonstrated through hypothesis-generation and, elsewhere,
hypothesis-testing. Moreover, its claim to validity is supported by the production
of choice patterns with distinct content traits in different stress phases. It is
probable that other international actors experience different effects of changing
stress on their coping processes and choice patterns. However, it is reasonable to
conclude that these are discoverable through a model-directed systematic em-
pirical analysis of state behavior in crisis, with a potential for more creative crisis
management in the future.

Author’s Note

This article was designed to structure the large-scale International Crisis Behaviour Project (ICB),
made possible by a Killam Award to the author from the Canada Council. It was presented to the
XIth World Congress of the International Political Science Association, Moscow, August 1218,
1979. Ernst Haas provided a valuable and rigorous critique of an earlier draft.

Notes

1. A crisis defined here refers to the military-security issue-area. However, break-points may
occur in any foreign policy issue, and the study of international political, economic, and
status crises might yield no less valuable findings. For these types, an appropriate change
is necessary in the second condition specified above. Thus, an economic crisis requires “an
expectation of adverse material consequences unless the response were drastic and effective”
(Brecher, 1977a: 1).

2. The most creative work on international crisis from the system perspective is that of
McClelland (1961, 1962, 1964, 1968, 1972, 1977). Also noteworthy is Young (1967: 9-25,
1968: ch. 1).

3. Hermann’s definition was derived from Robinson’s (1962, 1968: 511, 1972: 23) conception of
international crisis as a decisional situation with three traits or components: “(1) identifica-
tion of the origin of the event — whether external or internal for the decision makers;
(2) the decision time available for response — whether short, intermediate, or long, and (3) the
relative importance of the values at stake to the participants — whether high or low.” Hermann
retained two of Robinson’s traits, time and threat, but with significant changes: “restricted”
or short time only; and threat to “high-priority goals,” not values. And he replaced “origin
of the event” with surprise. See also Hermann, 1963, 1969b. The Hermann version has been
adopted by many scholars; for example, Holsti (1972a: 9, n. 13, 263), Milburn (1972: 262),
and Nomikos and North (1976: 1).

4. The spillover — or translation — from core to high-priority values is recognized; for example,
the South African government’s attitude to the preservation of apartheid or the Soviet elite’s
view of perpetuating Moscow’s domination over East Europe. Yet, the analytical distinction
is important, for different groups of decision makers superimpose parochial, short-term, and
narrow-gauge high-priority goals (for them) on values shared by their society as a whole.
An illustration of the lack of congruity is the attitude to Taiwan by the People’s Republic of
China in the period of Mao Tse-tung’s leadership and that of Teng Hsiao-ping. “Liberation”
of Taiwan, by force it necessary, was a high-priority value of the former, but is not for the
latter; integration of Taiwan with Mainland China was a core value for both.

5. These are not synonymous. Military hostilities may be brief, marginal in resource allo-
cation, and peripheral in terms of a state’s total responsive behavior during a crisis. War
is of a qualitatively different order of significance in a state’s reaction to a crisis. Yet, in
the perceptions of decision makers, military hostilities contain the seed of war through
noncontrollable escalation. Hence, “probability of war” or “war likelihood” are used inter-
changeably with “probability of involvement in military hostilities.”
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All five departures from the Hermann definition of crisis — omission of surprise, finite rather
than short time, internal as well as external trigger mechanisms, basic values instead of
high-priority goals, and the high probability of war — are supported by empirical evidence.
It will be apparent that, with the first four changes, the definition of crisis offered here is
very similar to the original Robinson view of crisis. One crucial difference remains — our
emphasis on the perceived high probability of war.
Others, too, define international crises as situations that mzight lead to war. McClelland,
for example (1972: 83), views crisis as a “transition from peace to war.... A crisis refers to
both a real prelude to war and an averted approach toward war. Crises are most commonly
thought of as interpositions between the prolongation of peace and the outbreak of war.”
But McClelland, as noted earlier, as well as Schelling (1966: 96-97) and Young (1967: 10),
focus on crisis at the systemic (macro) or interaction level of analysis, not on the decision
process within one crisis actor. Moreover, they identify the possibility, not probability
of war. Other substantive and procedural definitions of crisis are discussed in Morse
(1972:127), Robinson (1968: 510-511), and Hopple and Rossa (1978: 6-25).
These are discussed, with illustrations, in Brecher (1977b: 45).
As distinct from a taxonomy or framework, a model, the most demanding construct, requires
a clear specification of variables and the hypothetical relations among them; thatis, a rigorous
attribution of cause-effect linkages. These need not be (but are often) quantitative in form.
The purest kind of model would also specify the threshold level for each stress phase in
quantitative terms. I restrict myself here to indicating the attributes of the choice patterns
identified with different intensities of crisis-induced stress. Statements about relationships
are phrased in terms of probability; namely, if variable a, b, . . . then effects x, y, . . . .
This model is concerned with crisis behavior, especially decision-making under stress, not
with crisis warning and forecasting or with crisis management. Those are explored in Young
(1977) and Hopple and Rossa (1978). Academic research on all three aspects is assessed in
Tanter (1978).
Among these the most likely are:

(1) a “satisficing” rather than “optimizing” decision strategy;

(2) the strategy of incrementalism”;

(3) deciding what do do on the basis of “consensus politics”;

(4) avoidance of value tradeoffs . . . ;

(5) wuse of historical models to diagnose and prescribe for present situations;

(6) reliance on ideology and general principles as a guide to action;

(7) reliance on “operational code” beliefs (Holsti and George, 1975: 264).
For a comprehensive analysis of psychological stress, see Lazarus (1966).
The indicators of stress in the crisis behavior model are the perceptual changes that also
mark period-to-period transitions within a crisis. Thus, higher threat and the onset of time
pressure and perceived probability of war mean higher stress. And a decline in intensity of
these perceptions is equated with less stress.
They thereby give “stress” an autonomy and significance greater than that specified in
the model presented here. For them, threat creates stress, the dependent variable. For us,
threat, time, and war likelihood perceptions, as manifested in stress, serve as the independent
variable in a two-step or dual-linkage model of crisis behavior. Throughout this article
“stress” and the term “crisis-induced stress” are used as codewords for the perception of
threat and/or time pressure and/or probability of war. It is those perceptions which set in
motion the multiple coping processes and mechanisms leading to choice.
This follows the work of leading organizational theorists, Simon, March, and Cyert. It will
be evident that the several processes identified with the search stage of decision-making have
been separated in the crisis-behavior model: “obtaining” information is in our “information
processing”; “sharing” information is in all our four coping mechanisms; and “identify-
ing and inventing alternative options” is in our “search for alternatives.” Information sought
at the outset about the threatening event, act and/or environmental change is made avail-
able to the consultative circle and decisional forum and is revised during the consideration
of alternatives.
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The nine research questions are explored in depth for two Israeli crises in Brecher,
forthcoming. An earlier formulation of (22) ICB research questions is to be found in Brecher
(1977b: 59-60). Each referred to a link between one of the three perceptual variables — threat,
time pressure, probability of war — and one aspect of crisis behavior. The nine questions
above encompass almost all of the original 22 questions, but in a form which facilitates an
analysis of the causal links between crisis components and coping specified in the model.
The original set of questions served as the unifying thread for preliminary reports on nine
cases, ranging in time from Holland in 1939-1940 to Syria’s behavior in the Lebanon civil
war, 1975-1976 (Brecher, 1979).

The comparative case method of “structured empiricism” is similar in design to the
method of “structured focused comparison” (George and Smoke, 1974: 95-97, and
George, 1979).

For examples in international relations research, see Zinnes (1963) and Stein (1968).

The coding was based on the expert knowledge acquired from the voluminous data
uncovered on the psychological environment for choice in 1967 and 1973, as well as the
comparative findings on the psychological setting (Brecher, forthcoming; respectively.
Section B of chs. 2, 3, 5, 6, 8, 9, and Section A of chs. 4, 7, 10, 11). Efforts were made to
achieve representativeness — in audience, medium, type of presentation, and approximate
equality of word volume for all the decision makers. Thus, for example, the dissected public
documents for the 1973 precrisis period were as follows:

Meir 29 January 1972 Interview, Galei Tzahal (IDF radio) 3,200%*
25 July 1973 Statement to the Knesset 4,000
1 October 1973 Speech, Council of Europe, Strasbourg 3,000
TOTAL 10,200
Allon 29 January 1972 Interview, Galei Tzahal 1,500
November 1972 Speech, Labor Party Central Committee 4,300
3 June 1973 Address, Van Leer Jerusalem Foundation 6,000
TOTAL 11,800

Dayan 13 February 1972 Interview on American TV, “Face the Nation” 2,500

27 June 1973 Address, Haifa Technion 2,000
9 August 1973 Lecture, IDF Command and Staff School 6,000
TOTAL 10,500

*The full text of Meir’s interview on IDF radio came to 7,000 words, but only 3,200 dealt
with foreign policy and security. Sections on domestic affairs in all the analyzed documents
were excluded from the word count and from the content analysis. In short, the data base
for the analysis of publicly articulated images relating to the two basic decisions was nine
documents totalling 32,500 words. The content analysis of perceptions was based on
approximately 100,000 words for each ot the two Israeli crises.

Those not supported by her behavior in one or both of these crises are 13, 14, 15,21, 22, and
23. The ample evidence relating to these findings is contained in Brecher, forthcoming.
All are set out in Brecher (forthcoming: ch. 12). They are to be tested against the evidence
from other ICB case studies.

Virtually the entire literature on international crisis is concerned with the effects of
increasing stress (or more intense crisis) on state behavior. Only four of the 311 hypotheses
on crisis in the Hermann inventory (1972: 304-320) refer explicitly to the consequences
of decreasing stress (or less intense crisis). Exceptions are found in the work of McClelland
(1972), Azar (1972), and Snyder and Diesing (1977: 14-21, 497-503).

This is an operational extension of a well-known hypothesis about the link between rising
stress and greater fe/t need for information.
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the top shelf of the crisis management toolbox. At least part of this elevated

status is due to Mr. Giuliani, the former mayor of New York. As the dust
of 11 September settled, the media elevated Giuliani to the status of super crisis
manager. In the background story commemorating his election as person of the
year 2001, Time magazine chronicled Mayor Giuliani’s effective way of managing
the blggest crisis ever expenenced in New York City (Pooley & Ripley, 2001). The
story revealed that the city’s government had exercised a dozen crisis simulations
in the months leading up to the disaster. The point that crisis researchers have
made over and over was thus publicly validated: Crisis simulations help prepare
for better crisis management (see Cottam & Preston, 1997).

Postdisaster investigations usually reveal an appalling Jack of adequate crisis
preparation. The New York City example mentioned above is the proverbial ex-
ception. Even in rich, developed countries, authorities are often wholly unprepared
for the unexpected. In the Netherlands, for example, official inquiries into the
Enschede fireworks factory explosion (May 2000) and the Volendam disco inferno
(New Year’s Eve 2001) unearthed a catalogue of individual, organizational, and
political errors, blunders, and other “failures of foresight” (cf. Turner & Pidgeon,
1997). In the parliamentary wake of these disasters, the national cabinet made
crisis exercises mandatory for all Dutch municipalities.

We believe that crisis simulations are destined to feature in wider circles than
in American big-city government, Dutch municipalities, and a few scattered
organizations. Crisis awareness has pervaded all spheres of life. The 11 September
events undoubtedly accelerated this development, but it should be noted that it
was gaining relevance before that time in the wake of many other time-defining
crises (see Rosenthal, Boin, & Comfort, 2001). Taking the Netherlands as an ex-
ample, we can see how crisis awareness has grown dramatically since the early
1990s. The increasing number of (publicly experienced) crises and disasters has
motivated more and more academics, consultants, and practitioners to engage
in crisis-related activities. The proliferation of media attention, crisis research,
and crisis management courses is a complementary development. Moreover, crisis
management is becoming increasingly important across Europe, not only within
Western institutions such as NATO and the European Union but in every corner
of Europe (Stern & Sundelius, 2002).!

In this article, we draw on the growing body of crisis management literature as
well as our own experiences with crisis simulations to answer two questions that
seem highly relevant for this special issue. First, we briefly summarize the trends

The 11 September 2001 events in the United States propelled simulations to
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in crisis research, which suggest that the modern crisis is quite different from
the “traditional” misfortunes that dominated the past century. If accurate, these
predictions pose daunting challenges for future crisis managers. Second, we
explore if and how different types of crisis simulations can help (future) crisis
managers prepare for crises — whether these events are characterized as traditional
or modern.? In the following section, we begin by outlining our perspective on
crises and crisis management, and we explain how simulations have tradition-
ally been used to prepare for crises. Section 3 explores how simulations can
help policy makers prepare for so-called institutional crises. Section 4 does the
same for the new generation of crises. We part with some concluding reflections
in Section 5.

Traditional Perspectives on Crises and Crisis Management

Crises and disasters have always been with us. Their names and dates mark eras;
their impacts have changed societies and cultures. They form an integral part of
history and will no doubt be a distinctive trait of our future.

Our thinking about crises has evolved, however. The notion that disaster and
destruction are God’s punishment or Fortuna’s pebble stones has become more
or less obsolete (even though the AIDS scourge is reportedly still viewed in these
terms by many Africans). Rationalistic-scientific explanations of the origins,
patterns, and characteristics of crises dominate contemporary thinking.

The term crisis is often used as a catchall concept that encompasses all types
of “unness” events (cf. Hewitt, 1983). In this perspective, the term crisis applies
to all situations that are unwanted, unexpected, unprecedented, and almost un-
manageable, causing widespread disbelief and uncertainty (Rosenthal, Boin, &
Comfort, 2001; Stern & Sundelius, 2002). The normative foundation is clear:
Crises are invariably considered as negative events — the negative consequences
usually applying to authorities, if not to all. Crises are then seen as “a serious threat
to the basic structures or the fundamental values and norms of a social system,
which — under time pressure and highly uncertain circumstances — necessitates
making critical decisions” (Rosenthal, Charles, & ‘t Hart, 1989, p. 10). Crises are
thus perceived as occasions for urgent decision making.

This decision-making perspective leaves little that crisis managers can do
except for guiding the system back to normalcy. In small-group settings, crisis
managers must deal with overwhelming events: They typically face an avalanche
of bad tidings as they try to rescue everyone from doom and destruction. There is
not much they can do to prevent crises either as a variety of factors can cause them:
Cirisis theories point to the forces of nature, technological flaws, the inevitable
human error, and the unpredictable behavior of enemies.

This perspective defines crisis in subjective terms: We can only speak of a crisis
if the actors in question perceive the situation as a crisis (the so-called Thomas
theorem). This subjective nature of crisis makes it impossible to neatly demarcate
the beginning and ending of a crisis because different actors perceive a situation
in terms of crisis at different points in time (‘t Hart & Boin, 2001). Empirical
research clearly shows that the worst challenges often happen after the initial crisis
has already occurred (Rosenthal et al, 1994). The “crisis after the crisis” confirms
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the notion that crises are best viewed as processes that include incubation periods,
critical episodes, and difficult aftermaths.

The empirical research on crisis decision making confirms that crisis managers
have a hard time coping with crises. The patterns and pathologies during crises
can be grouped along three dimensions: information and communication, organ-
ization, and psychology (Rosenthal, Charles, & ‘t Harl, 1989). Time and again,
it turns out that crisis managers did not have the right information to act on (but
had more useless data than they could possibly handle). It becomes clear that the
centralization of decision-making powers in a small crisis team far away from
the threatening events is at odds with the necessity to make fast decisions on lo-
cation (Rosenthal, ‘t Hart, & Kouzmin, 1991). And crisis managers are prone to
the psychological effects — such as heightened stress or groupthink — that crisis
situations can cause in individuals and groups (‘t Hart, 1994). The behavior of
crisis managers thus appears to be patterned, leading to recurring pathologies
(and very few success stories) in crisis decision making.

Many crisis simulations are designed with the above perspective and patterns
in mind. Crisis simulations can be applied to a wide variety of situations such as
natural disasters, prison riots, kidnappings, and international conflicts. However,
these simulations typically serve a limited number of purposes. Two appear
particularly predominant in practice. First, simulations are often used to illustrate
the patterns and pathologies of crisis decision making. Second, simulations have
proved a very powerful tool to generate awareness among participants. Let us
consider the “average” use of crisis simulations in some more detail.

Simulations: Standard Use

The standard crisis simulation, as we see it used most often, is simple and quite
effective. It goes something like this. Company X or public organization Y hires a
crisis consultant to run an exercise. The consultant writes a crisis scenario, which
forms the basis for the crisis simulation (see Table 1). The underlying scenario
and key decision dilemmas are typically deduced from case studies or evaluation
reports of real crisis situations, with fictitious events added to surprise participants.
The crisis scenario can be specific to the trade of Company X or can pertain to
some generic crisis (flood, fire, explosion, etc.).

Table 1: The typical crisis simulation

Scenario
Triggers Disasters, terrorism, public disorder
Organizational aspects Coordination, cooperation, tasks, responsibilities, competencies, information
and communication processes, group dynamics, media, etc.
Typical participants Rescue services, middle-level public authorities, private managers
Impacts Infrastructures (e.g., buildings), objects, geographic and social entities,

systems, etc.

A selected group of employees participates in the exercise. Sometimes more
organizational units are included, but the decision-making groups typically have
a limited number of participants assigned to them. The participants usually
sit in a room labeled as the crisis center. They form the crisis management team.
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They are assigned roles and receive role descriptions with the necessary back-
ground information on their task and responsibilities and on the crisis that is
about to evolve.

The crisis consultants — now known as the simulation staff — run the simulation
from a separate room from which they can observe the mock crisis team through
an audio and video uplink. The staff inserts information on behalf of various
actors. The staff uses telephone, fax, messengers, and prerecorded news bulletins
to describe the course of events. They gradually turn up the heat with their
messages, (annoying) phone calls, faxes, interviews, and press conferences until
the participants find themselves in an overload situation. The simulation staff tries
to observe both group and individual behavior (in terms of the decision-making
process, organizational adaptation, information and communication dynamics,
and media management). The staff must guard the integrity of the simulation
scenario. The preformulated script must be corrected with improvised messages
as participants misunderstand the situation, make unexpected decisions, or fail
to make other decisions. Staff must apply their acting talents and invoke some
superior authority (e.g., the president) to force participants back to the original
scenario. The simulation is typically concluded by an oral debriefing, sometimes
followed by a written evaluation (‘t Hart, 1997).

Key ingredients for a “good” simulation include a credible script (all details must
be correct), a grasp of crisis patterns (knowing when to bring the stew to a boil),
and some acting talent (yelling at a “client” over the phone requires some nerve and
imagination). And of course, the simulation staff must be able to present par-
ticipants with useful feedback.

There are several reasons why students and practitioners alike love to partici-
pate in crisis simulations. First, crisis simulations offer a near-perfect opportunity
to get acquainted with all aspects of crisis management. A simulation offers the
unique experience of “sitting in the hot seat” — an experience that can otherwise only
be gained by managing a real-life crisis (Flin, 1996). Most participants have never
been involved in a real crisis situation. A good simulation generates the necessary
awareness that crises can actually occur and the required motivation to assess
and improve the crisis management structures of their own organization. When
participants have become aware of the nature and potential extent of looming
threats, they become more willing to discuss sensible solutions and learn from
others (Caluwé, Geurts, Buis, & Stoppelenburg, 1996).

A second explanation for the popularity of the crisis simulation is its enter-
tainment value, which makes it a great educational tool. Contrary to regular ways
of transferring knowledge — such as oral presentations, written materials, standard
assignments, and examinations — the learning-by-doing character of simulations
has the heuristic power to make many students understand at once how difficult
crisis management is. Practitioners and students experience crisis simulations
as an engaging and convincing way to highlight the devilish dilemmas of crisis
decision making and to explore the consequences of flawed decision making. A
simulation can work magic in underwriting the real-world relevance of the course
(Preston & Cottam, 1997).

The third explanation stems from the second. Crisis simulations can be very
helpful in bridging the proverbial gap between theory and practice. It works
both ways. Simulations present participants with a setting that generates real-life
experiences. This setting enables them to directly apply theoretical insights to
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crisis dilemmas (Kleiboer, 1997). Both the creation and the execution of crisis
simulations provide academics with new and additional insights with regard
to crisis decision making. In writing the scenario, the maker must derive crisis
dilemmas from actual case studies and use crisis management theories to generate
the required stimulus for learning. By running the simulation with many differ-
ent groups of participants, one gets a sophisticated understanding of group
behavior in crisis.

Fourth, if the simulation is repetitively used in the same environment, it may
assume the function of training. Simulations offer participants a safe and con-
trolled environment in which to experiment with skills, knowledge, and manage-
ment concepts.

Assessing the Design and Use of Standard Simulations

In spite of all the fun and usefulness, some critical reflections apply. For instance,
it should be remembered that simulations always differ from reality. Real crisis
situations pose more problems and dilemmas than a simulation designer can
imagine. Simulations cannot fully reenact the dramatics of real life-or-death
decisions: The distinction between major and minor issues is therefore always a
bit more difficult to detect in simulations. During a real crisis, such distinctions
impose themselves on the decision makers. However, during a crisis simulation,
participants are wont to underestimate the likelihood of the events presented to
them. When the decision making gets tough, complaints about the “realistic”
value of the scenario (or rather the lack thereof) get going.

It should also be noted that most crisis simulations are designed to train
participants For the response phase of “classic” crises. The scenario confronts par-
ticipants with, for instance, a toxic cloud, a hostage taking, a large fire, a
crashed plane, or an exploding factory. Although we think it an excellent idea
to prepare officials for such horrible and stress-ridden situations, it would also
make good sense to train policy makers and other officials for the intricacies
of crisis prevention and, perhaps even more important, the crisis aftermath.
Mismanagement of the crisis aftermath can easily lead to the next crisis (‘t Hart &
Boin, 2001). It appears that most crisis simulations underestimate the importance
of these crisis dimensions.

One of the most serious drawbacks of many crisis simulations is that they
follow fixed or predetermined scenarios. From the very beginning, it is clear
that the situation will escalate no matter what participants decide. An overload
of preformulated messages and predesigned interventions by the simulation
staff almost guarantees that the participants will act and decide in accordance
with the preconceived outcome of the scenario. Participants cannot in any way
affect the final outcome. This rigidity in format can easily undermine the success
of the simulation, as participants begin to act in a resigned or lethargic manner
as yet another disaster is imposed on them.

In developing new crisis simulations, we have tried to remedy these short-
comings. For instance, our simulation THE PAN ASIAN ATHLETICS confronts
a national and a local crisis team with a hostage taking of rich and famous guests in
an exclusive hotel taking place during the Pan Asian Athletics event. Both crisis
teams are placed in separate locations and receive a limited number of messages.
The local crisis team receives information from the on-scene commander near
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the hotel. The national crisis team gets their information from international
authorities and organizations. The formal responsibilities are designed so that both
teams must work together to manage this crisis situation. The teams can interact
without interference from the simulation staff.

The open-ended scenario makes it possible for the participants to affect the
outcome of this crisis. When both teams cooperate, exchange information, and
coordinate their actions, they can bring the hostage taking to a good end. If they
do not cooperate, failure is very likely. The teams can take as much time for
their decisions as they need. This simulation coutd therefore easily take a day. The
debriefing must take into account that these simulations follow a less structured
course, which stretches over a longer lime period.

Simulations for Institutional Crises
Defining Institutional Crisis

The classic simulation exercise, as discussed above, is a less effective training
and education tool for crises that do not fit the subjective definition as discussed
above. If we say that individuals or groups must perceive a situation in terms of
crisis characteristics (threat, urgency, uncertainty), it automatically means that
we miss certain events or processes that many of us would consider to be crises
just because the authorities do not recognize the situation in terms of crisis. Take,
for instance, an organization or policy sector that slides into crisis. As long as
the authorities in question remain oblivious, analysts cannot treat this situation
in terms of crisis. This is, of course, a theoretical problem. However, the lack of
theory prevents the effective design of simulations that can help policy makers
prevent and deal with this type of crises.

A shift toward an objective definition of crisis creates a new and promising
perspective. It allows for a definition of institutional crisis, which occurs when
the institutional structure of an organization or policy sector “experiences a rela-
tively strong decline in (followed by unusually low levels of) legitimacy” (Boin &
‘t Hart, 2000, p. 13).

This crisis definition refers to a state of flux during which institutional struc-
tures of an organization have become uprooted. Within a relatively short time,
political and societal support diminishes for the way an organization or sector
operates, opening the door to imposed reform. At the heart of the crisis is an
unremitting discrepancy between external expectations and perceived perform-
ance. A combination of internal and external factors causes and sustains this
gap. Routines and outcomes that used to be satisfactory are suddenly thought
unacceptable or inappropriate by external stakeholders, internal deficiencies
blind an organization or policy sector to these new realities. This mismatch
allows an organization to initiate or maintain a course of action that is considered
undesirable from a societal or political perspective, eroding the legitimacy of that
sector (Boin & ‘t Hart, 2000).

There are two scenarios that describe the birth of institutional crises. The
first scenario features an unforeseen event (the launch of the Sputnik) that
abruptly destroys the legitimacy of a sector’s institutional structure (U.S. space
and weapons research). Events that trigger acute institutional crises are so drastic
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that nonintervention is inconceivable and reform seems to be the only solution.
Acute institutional crises are rare. More common is the second scenario in which
institutional crises build up over time. During a long incubation period, societal
expectations and organizational performance gradually begin to diverge, with
media attention and political interference serving as catalysts.

Because the institutional structure has become discredited, the crisis period
must be viewed as a critical phase that will at least partially determine the new
future of the organization or sector in question. Crisis management should there-
fore be conceptualized as “governance at the crossroads” (Boin & ‘t Hart, 2000,
p- 21). In addition to all the patterns and pathologies mentioned earlier, crisis
managers will have to cope with the overriding tension between repair and reform
(Lanzara, 1998). A return to the way things were before the crisis requires crisis
managers to restore trust in the existing institutional structures. Incremental
changes may improve the situation without tampering with the institutional crux.
A reform strategy, on the other hand, aims to bridge the gap between perform-
ance and expectation by remodeling the foundations of the institutional structure
to better fit the environment.

The challenge for authorities lies not so much in making a few hurried,
critical decisions but in the formulation of some sort of future vision: redesigning
or preserving — and convincing politicians and media that this is the way to go.
Crisis preparing, then, is more than writing plans and organizing facilities or re-
sources. Meaningful preparation requires recognition and an understanding of the
dynamics of institutional crises. When such a crisis hits, management becomes
more a case of shifting between alternative futures. We argue that the use of
simulations can help to map this process and initiate thinking about institutional
vulnerabilities that may give rise to crises.

Designing Institutional Crisis Simulations

Institutional crises, as described above, present a new challenge to simulation
designers and trainers (see Table 2). We must admit that at first, a simulated insti-
tutional crisis appeared less attractive to us than the usual high-stress, fast-decision
simulation of the classic, acute crisis. Once you sit in the hot seat, it’s easy to get
addicted to acute crisis management. However, based on our first experiences, we
confidently predict that top officials will find simulations of institutional crises
equally exciting.

Table 2: The institutional crisis simulation

Institutional crises

Triggers Decreasing organizational legitimacy, dysfunction, increasing political
attention

Organizational aspects Early warning management strategies, policy repertoire, rules, routines,
policy paradigm

Typical participants CEOQs, top-level bureaucrats

Impacts Institutional structure, vaiues, perceptions, culture, image

This type of simulation serves several important functions. First, an insti-
tutional crisis simulation creates awareness with regard to a rather unique sort
of vulnerability. Itis hard to prepare for a type of crisis that falls outside the domain of
imagination. Conventional crises happen somewhere every day, and the simulation
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serves to burst the bubble that it “cannot happen here.” The institutional crisis
simulation must begin by convincing an organization that this type of crisis can
actually occur. It is something of a taboo. Even those who have experienced an
institutional crisis are reluctant to revisit their experience as they feel it may
tarnish their reputation. Institutional crisis simulations can help “unfreeze” these
top-level officials by placing them in an organizational setting that is unfamiliar to
them, with a different role description.

In addition to fostering awareness, institutional crisis simulations help prac-
titioners understand the dynamics of institutional crises and the driving factors
behind the processes leading up to the crisis. The study of institutional crisis is a
relatively new effort, as we described above. When academics and practitioners
try to analyze an institutional crisis with conventional crisis theories, they will find
that many of the concepts and explanatory frameworks do not fit the problem at
hand. In fact, the development of institutional crises seems harder to understand
in many ways than the manifestation of an acute crisis. Simulations help to shape
a common frame of reference, which enables participants to work with abstract
concepts (such as “institutional structure”) and contemplate potential crisis man-
agement strategies.

An institutional crisis simulation can thus be used to explore preventive or
preparatory countermeasures. Most organizations are not prepared to deal with
a crisis that threatens its very existence. As the institutional crisis framework has
more to say about the process of deinstitutionalization than the specific form of
the threat to the organization, it is necessary for each organization to consider the
abstract framework and discover potential future threats. In the absence of existing
plans, simulations can guide this planning process.

Third, institutional crisis simulations can be used as an audit tool. Simulations
help managers to assess organizational preparedness: Is the organization scanning
the environment for potential threats? Does the organization periodically screen
for performance vulnerabilities? Does the organization have the capacity to deal
with sudden incidents that can trigger crisis processes? Does the organization
have a clearly formulated philosophy on crisis management, prescribing what is
important to preserve at all costs and prioritizing areas for immediate reform? If we
look at Table 2 (and compare it to Table 1), it becomes clear that the institutional
crisis poses new and rather different challenges.

Toward the Structured Use of Institutional Crisis Simulations

Institutional crisis simulations appear to be relatively rare. The general lack of
awareness combines with the normal reluctance of top managers to engage in
crisis simulations (Carrel, 2000). It should be added that most designers of crisis
simulations have very little knowledge of the subject, which explains their near
absence. As far as we know, most simulations that come close to institutional crises
consist of either media management exercises or the development of worst-case
scenarios. However, it is only a matter of time before organizations learn that
institutional crises require a different set of strategies than the acute crisis does.
The classic simulation formats do not suffice as they tend to focus on reactive
decision making. Institutional crisis management is more about long-term strategy
considerations, which requires new formats and very different scenarios.
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In our efforts to develop an institutional crisis simulation that can fulfill the
functions listed above, we are currently working with a five-phase approach:

(1) Background information. To stimulate their curiosity, participants receive
prior to the simulation general background information and easy-to-read
literature on institutional crises.

(2) Theoretical presentation. In a plenary meeting, we first provide the group
with a theoretical framework on the development and consequences of
institutional crises, including well-known examples of institutional crises.
All participants are brought to the same knowledge level.

(3) First analysis. We illustrate the theoretical discussion with a plenary, mildly
interactive simulation based on an institutional crisis that happened in a
well-known policy field (we use the Dutch prison case®). The participants
are divided into subgroups. Most participants are unfamiliar with this
prison case, which levels the playing field. Moreover, because it is un-
familiar terrain to all, participants feel free to suggest management strat-
egies that would be controversial had the case been related to their own
policy field or organization. Each subgroup receives the same information
about a series of incidents in the Dutch prison sector. Participants discuss
and present strategies that help contain the institutional crisis. Through
mutual discussion, it soon becomes clear that the proposed management
strategies can easily backfire and fuel rather than dampen the crisis process.
We then explain which strategies were actually applied in the Dutch prison
case. This first leg of the simulation helps to unfreeze the participants.

(4) Plenary vulnerability assessment. The prison simulation is an effective
mechanism for initiating a plenary discussion on the vulnerabilities and
preparedness of the participants’ organizations. It is not uncommon for
them to reinterpret past events in terms of institutional crises. These in-
sights offer the best lessons.

(5) Semiplenary, interactive simulation. It is now time for the tailor-made
simulation. We are currently experimenting with a format that mixes a
generic script with instantly provided data to result in an on-the-spot,
tailor-made simulation. Using relatively simple computer software and
technology, the trainers turn into “crisis disc jockeys” as they mix the
script wilh actual pictures of participants, instant press conferences, news
reports, and participant feedback. This format provides both participants
and trainers with maximum flexibility. They can contemplate manage-
ment strategies that have actually been applied in the sector and consider
possible strategy orientations and outcomes such as (un)intended reform
and protracted crisis. The simulation concludes with a thorough discus-
sion on the outcomes of the simulation.

Simulations for Future Crises

From Contemporary to Future Crises

The 9/11 events underline a strong belief among crisis researchers that the very
nature of crises is changing as a result of critical developments that occur on a
worldwide scale (Rosenthal, Boin, & Comfort, 2001). If this is true, we must accept
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that the crises of the future will pose intricate challenges to our crisis management
structures and those who must deal with crises (Boin & Lagadec, 2000).

The thesis holds that the future crisis will be increasingly complex in nature,
will not respect national, cultural, or temporal boundaries, and will easily intert-
wine with other issues and developments. The future crises will become endemic
features of modern society as they reproduce themselves in mutating forms
(Boin & Lagadec, 2000). Causal chains of cause and effect will become harder
to determine, opening the door to politicization and mediazation. The impact
will be harder to predict or even comprehend. It will be harder to come to terms
with these crises as they are constantly redefined and reinterpreted (Rosenthal,
Boin, & Bos, 2001).

The driving factors behind this development toward new crises are well-known,
long-term trends such as transnationalization and globalization, mediazation,
spectacular progress in information and communication technology and tech-
nology at large, demographic change, and the dissipation of state authority. Other
trends, perhaps less discernable at this point, include the changing environment,
DNA research, and the social fragmentation of society. If this line of thinking is
correct, we should expect new forms of terrorism, environmental disaster, and tech-
nological failure in the future.

However, crisis managers have an administrative repertoire of prevention
and intervention strategies that is based on traditional crisis forms and is therefore
unsuited for the increasingly complex and interdependent character of future
crises. For instance, crisis preparation will have to shift from anticipation to
resilience (Boin & Lagadec, 2000). Traditional emergency preparation mainly
entails anticipation-based strategies directed to prevent crises from happening.
Organizations train to respond adequately to specific emergencies. However,
anticipation-based strategies cannot deal with unexpected and inconceivable
situations. Organizing for resilience appears to be a better answer. Resilience re-
fers to “the capacity to cope with unanticipated dangers after they have become
manifest, learning to bounce back” (Wildavsky, 1988, p. 77). Resilience does not
replace anticipation but complements it. The challenge is to find the right balance
between the two strategies.

Designing Simulations for Future Crises

We suggest four possible ways in which simulations can help prepare for future
crises. First, simulations of future crises help deepen the awareness of the endless
variety of events that can turn into a crisis (see Table 3). Whereas the conventional
crisis simulation (as discussed above) fosters a sense of crisis awareness, this
simulation is intended for a more seasoned audience that already understands that
crises can occur anytime, anywhere. This type of simulation tickles the imagination
by forcing the attention of participants to such “inconceivable” contingencies as
bioterrorism, DNA engineering, the emergence of electromagnetic fields, or the
crash of a satellite. These simulations move crisis managers from the previous war
to the next war. Since 11 September 2001, many countries have begun to focus on
the dangers of nuclear and biochemical warfare. However, crisis managers must
be indoctrinated with the understanding that the next big crisis will be different
from anything they have seen before.
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Table 3: Future crisis simulations

Future crises

Triggers Unknown

Organizational aspects Creating a culture of resilience, supported by crisis plans, procedures,
training, exercises

Typical participants CEOs, top-level bureaucrats, civil servants

Impacts Infrastructures (e.g., buildings), objects, geographic and social entities,

systems, etc.

Second, simulated future crises can be a useful tool in translating general
awareness into organizational routines and group culture. It is a catalyst for
constant attention to all aspects of crisis management. Organizing for resilience
is, to a considerable extent, informed by the principles set forth in high reliability
theory (Weick, Sutcliffe, & Obstfeld, 1999). One of these principles is a cultural
preoccupation with possible failure (in terms of nonsafety). Simulations can be used
to nurture this preoccupation. This catalyst function could also have a negative
effect, however. When the cost-benefit ratios surpass a certain threshold, top
management may be tempted to cut necessary resources or even terminate crisis man-
agement activities altogether (cf. Sagan, 1994),

Third, simulations of future crises are invaluable tools for the designers
of institutional resilience. This type of simulation facilitates the exploration of
organizational components needed to build an organization that can bounce back.
Participants in this type of simulation will certainly sharpen their ideas about
the required personal skills of the people who will be dealing with a future crisis.
Participants will most likely discover that certain organizational resources are
lacking. Moreover, participants will experience the absolute necessity for some
kind of crisis management philosophy or “metastrategy.” In short, participants
will discover the needs of their organization, explore dilemmas, and begin to plan
for the future.

Fourth, future crisis simulations can be used to audit existing procedures, com-
petencies, responsibilities, cultures, values, and plans. This function is, clearly, for
the most advanced organizations only. Once an organization has created general
awareness and designed a crisis management structure and a complementary set
of procedures, a simulation can be used to identify weak links. It can also be used
for individual assessment of crisis managers. Before loading crisis responsibilities
on a manager’s shoulder, it may be useful to run the would-be crisis manager
through a simulated future crisis.

Future Crisis Simulations: A Closer Look

The major challenge for crisis simulation designers has always been the inherent
tension between inconceivability and credibility: An inconceivable crisis scenario
is easily discredited by participants (which is quite damaging for the simulation),
whereas a credible crisis scenario usually pertains to a familiar, complex problem
rather than a crisis. Crisis designers tend to negotiate this tension by extrapolating
from past crises — hardly an option for designers of future crisis scenarios. The 9/11
events have gone a long way to solve this problem, at least for the time being. It
is now possible to present nearly any type of unconceivable contingency without
alienating the participants.
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Apart from the matter of credibility, there is also the problem of executive
willingness to deal with future crises. The exploration of future crisis scenarios
may run into a wall of information pathologies, issue complexity, transnational
boundaries, or bureaucratic infighting. In addition, there is an inherent reluctance
among those responsible for crisis management. The attention to new and future
crises evokes new problems to be solved and proper action to be taken. Future crisis
simulations may undermine the position of crisis managers, and they are sure to
create extra work.

To overcome these potential drawbacks, we have worked with a format that
respects standing procedures and previous efforts while stimulating the discovery
process outlined above. We developed a scenario in which a future crisis (e.g.,
terrorist attack with smallpox) rapidly evolves. The scenario concentrates on the
processes leading up to the crisis, the so-called incubation phase. The participants
were instructed to use an existing protocol to deal with the impending crisis.
The participants were divided into functional groups according to their actual
function in the organization. The groups worked together to deal with the crisis,
always using the existing protocol as their guide. During the course of the simu-
lation, each group could stop the simulation and convene a plenary meeting. All
participants then stepped out of the simulation to discuss the viability of strategies
suggested by the protocol. Through discussion, the participants would discover
weaknesses and design solutions that were fed back into the protocol. By running
the simulation through the various layers of the organization, each time presenting
the participants with the adapted protocol, the simulation took on the function of
a bottom-up planning tool. The participants found the simulation both exciting
and rewarding.

Conclusions

Simulations improve the disaster and crisis management capacity of an organ-
ization or society. They provide a cost-efficient, controlled environment in which
individuals and teams can safely experiment with procedures, protocols, and
strategies — while testing suggested improvements of the coping repertoire. They
call attention to all phases of crisis management; they help to recognize impending
crises, and they familiarize participants with the long crisis aftermath. Simula-
tions provide a means for exploring very different types of crises that may occur
today or in the distant future. They can be used as an assessment tool, identifying
weaknesses and strengths in individuals, groups, and organizations.

Because crisis simulations are such effective tools, we must wonder why so
few organizations actually apply them. A crucial reason for this underutilization
is the lack of awareness that a crisis can occur anywhere, anytime. We know,
as everybody working with simulations does, that a good simulation can be a
perception-shattering experience. Top executives who work through a 3-hour
simulation become crisis converts. The sad reality, however, is that executives
do not have the time or the need to make themselves participate in one (Carrel,
2000; Lagadec, 1997). Simulations are only used where awareness is high; they do
not penetrate organizations where a good simulation would be needed most.

This Catch-22 can only be solved by expanding the benefits of a well-
functioning crisis management structure. We already know that a good crisis
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simulation benefits the organization as a whole: Itis a great team-building instru-
ment, it solidifies a culture of reliable performance, and it signals to the relevant
environment that the organization in question is robust and well deserving of
external trust and resources. However, those positive side effects are largely
unintended. The great challenge ahead for crisis simulation designers is to connect
crisis performance with overall organizational performance (cf. Weick et al., 1999).
Once the simulation tool is shown to make a significant difference in terms of
tangible results, crisis awareness is likely to increase as well.

Notes

1. The desire of many eastern European countries to gain access to both the EU and NATO
fuels convergence processes across Europe. For more information on European crisis manage-
ment developments, consult the Web site of the European Crisis Management Academy,
www.ecm-academy.nl.

2. As a qualifier, we should note that our perspective is rooted in the Leiden school of crisis
studies (a label coined by Professor Alexander Kouzmin). Members of the Leiden University
Crisis Research Center and its offspring, Crisis Onderzoek Team, have conducted research in
this field since the 1980s (see, e.g., Rosenthal, Boin & Comfort, 2001; Rosenthal, Charles, &
‘t Hart, 1989).

3. The scenario is based on a real institutional crisis (Boin & Resodihardjo, 2000).
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Bridging the Two Cultures of Risk Analysis

Sheila Jasanoff

Source: Risk Analysis, 13(2) (1993): 123-129.

1. Introduction

uring the past 15 years or so, risk analysis has come of age as an inter-

disciplinary field of remarkable breadth, welcoming and nurturing

connections among subjects as diverse as mathematics, biostatistics,
toxicology, and engineering, on the one hand, and law, psychology, sociology, and
economics on the other. But what has the presence of social scientists in the net-
work meant to the substantive development of our field? What in particular has
the “soft” or nonquantitative side of the social sciences — what we might call the
culture of qualitative risk analysis — contributed to the field’s “hard” quantita-
tive core? The answers I offer here are partly complacent and partly self-critical.
Our community has made substantial progress in bridging the two cultures of
risk analysis, but the work is not finished and, as in any physical structure, the
gains we have made are in danger of wearing thin without continual monitoring
and periodic repair.

On the positive side, humanistic and culturally grounded studies have added a
handful of widely accepted precepts to our shared repertoire of information about
risk. So, most risk analysts, regardless of their disciplines, would probably agree
that risk assessment is not an objective, scientific process; that facts and values
frequently merge when we deal with issues of high uncertainty; that cultural factors
affect the way people assess risk; that experts perceive risk differently from other
members of the public; and that risk communication is more effective when it is
structured as a dialogue than as a one-way transfer of facts from experts to the
public. These are not inconsiderable points of convergence, and we should not
downplay their importance.

Yet side by side with these commonly held beliefs there exist other views sug-
gesting that the two cultures of risk analysis have not yet entered into a perfect
communion. There is a pervasive sense, for example, that “hard” analysis represents
risks as they “really are,” whereas “softer” work in politics or sociology mostly ex-
plains why people refuse to accept the pictures of reality that technical experts
produce for them with considerable investment of human ingenuity. Repeatedly,
at professional meetings and conferences one hears the wishful refrain that the
“problem” of risk perception would vanish if people would only understand
probability better or would learn to compare the risks they most fear with those
they encounter in their daily lives. Increasingly, as well, one hears that the public
has a distorted view of risk because the media portray science in an inaccurate way,
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with exaggerated accounts of uncertainty and conflict. Reverting as if by some
natural law to the unidirectional model of risk communication, scientists complain
that if only scientific information could be faithfully represented in the mass media,
then people would not so misperceive the dangers that surround them.

The lack of complete engagement between the two cultures of risk analysis
is also reflected in the persistent vitality of the old maxim that risk assessment
should be separated from risk management. During much of 1992, for example,
I had the good fortune to serve as a member of the National Research Council’s
committee on risk assessment of hazardous air pollutants. Month after month,
two dozen sophisticated and knowledgeable people met in Washington to talk
about how to improve EPA’ risk assessment process. Many interesting technical
developments and empirical experiences were discussed and debated. Clearly,
much progress had been made in the previous 10 years on the details of how to
do health risk assessment and represent its results. But when the committee came
to pulling together a final report, it became clear that the dominant decision-
making model among us was still that of the National Research Council’s 1983
“Red Book,”! with its call for stringent separation between the scientific process
of assessment and the value-laden process of management. From the standpoint of
the NRC committee, most of the work done in the social and political studies
of science in the past decade, including work on the nature of expert knowledge
about risk, might just as well never have existed.

There is room then for a more radically integrated approach to thinking about
risk analysis. Briefly, I want to suggest that qualitative studies focusing on the
ethical, legal, political, and cultural aspects of risk exist conceptually on a single
continuum with quantitative, model- and measurement-oriented analyses of risk.
Each approach captures a different, and only partial, aspect of the complex and
multidimensioned reality that our field tries to apprehend. Both are needed to
produce anything like a comprehensive accounting of the nature and extent of risk
in a technological society. Unless we find better ways of recognizing and acting on
the complementarity of these two cultures of risk analysis, our knowledge of risk
will remain fragmentary and will serve at best as an imperfect guide to personal
or collective decision-making.

2. The Micro-Worlds of Risk Assessment

A relatively noncontroversial place to begin the talk of bridging is the observation
that risk — perhaps most simply defined as the probability of a bad outcome — does
not exist in an objective space as an unchangeable feature of the physical world.
Rather, risk is a construct which we, with our bounded human imaginations,
overlay on the world around us.? In order to decide what is the “risk” of a given
negative event, risk assessors have to make a host of simplifying assumptions about
the context in which it arises. The kind of imagination they bring to this activity,
moreover, depends on their objectives, values, training, and experience. The risks
they measure therefore exist not “in reality” but only in an artificial micro-world
of the risk analyst’s creation.

Let me illustrate what I mean with some examples drawn from contemporary
practices in health and environmental risk assessment. In models conventionally
used to assess risks to public health, adult human beings live exactly 70 years,
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stay indoors all day in radon-contaminated homes, drink precisely seven cups of
water a day, smoke very heavily or not at all, and exercise while inhaling abnormal
quantities of airborne pollutants. Similarly, in scenarios for assessing environmental
risk, water and smoke plumes flow along mathematically exact pathways, dense
population clusters are located immediately downwind from highly polluting
factories, pregnant women and small children eat steady diets of pesticide-laden
foods, and acid rain relentlessly drips down on red spruce forests. We know that
nature and society actually behave in more complex and unpredictable ways, but
we cannot begin to estimate the magnitude of particular risks except by building
little model worlds where variation is artificially restricted.

Some of the ways in which the world is constricted for analytic purposes have
been widely discussed in the risk literature. It is common knowledge, for example,
that rats do not exist in nature as pure, laboratory-bred strains, and that they are
not naturally inclined to consume excessive quantities of saccharin, aflatoxin,
Alar, or EDB. Mice for their part did not evolve with special propensities for con-
tracting cancer. Indeed the ability to manufacture an animal with this particular
property earned its creator at Harvard the first legal patent ever granted for a
higher organism produced by human ingenuity. We know as well that cancer is
not caused in living organisms each time a chemical induces a mutation in a single
cell, that benign tumors do not inevitably progress to a malignant state, and that
responses to physical insults vary from individual to individual and species to
species. When EPA or other agencies assume the opposite, we call the resulting
counterfactual principles “default assumptions,” and we relegate them to some
intellectual no-man’s land between science and politics. Default assumptions that
no one cares to question are referred to as “science policy” or “expert judgment”;
those that lead to politically controversial results are challenged as arbitrary rules
that have no basis in either science or public policy.

Our ability to detect constraining assumptions in risk analysis, however, has
proved to be highly selective and unsystematic. Let us consider, for instance, the
controversy over Congress’s injunction that standards for hazardous air pollutants
should be established with reference to the “maximally exposed individual” or
MEI. EPA’s assumptions concerning the sedentary lifestyle of the MEI have been
ridiculed in the risk community because they are at such variance with normal
human behavior. A consensus has developed that the MEI should not be equated
with the “porch potato” — that mythic being who sits unmoving for 70 years on
a porch that fronts the fence-line of the nation’s most polluting factory. EPA’s
risk assessors have been put on notice that they should find a more realistic way
of representing how normal people leading normal lives may come into contact
with heavy doses of outdoor air pollution.

Other times, however, assumptions that flatten variability, whether in physical
systems or in society, are much slower to gain recognition. Thus, as Adam Finkel
has observed, models for health risk assessment often do not give adequate rec-
ognition to interindividual variations in susceptibility to disease.® Similarly,
recent work on the distributive features of risk has revealed that there are marked
disparities in the risk exposures of different ethnic and socioeconomic groupings
in our society.* By and large, these variations are not factored into the conduct
of risk analysis. Occasionally, the biases that analysts bring to the creation of risk
micro-worlds are so deep-seated that it takes a major upheaval, like a new social
movement, to bring them to public notice. An illustrative case is the rather recent
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“discovery” at the National Institutes of Health (NIH) that women have been
systematically underrepresented in scientific inquiries concerning some of the
most common diseases in American society. This rather obvious shortcoming in
the health sciences came to national attention only when Dr. Bernadine Healy,
NIH’s first woman director, responded favorably to the feminist critique of
conventional research funded by her organization.

Although the hidden distributive assumptions in risk assessment are often hard
to recognize, their revelation does more to discredit the risk assessment enterprise
than perhaps any other form of criticism. Assumptions that can be shown to have
ignored the plight of specially vulnerable populations — women, children, ethnic
minorities, the elderly — can never be justified as legitimate exercises in science
policy. This is one way to understand the Alar controversy that rocked the risk
community only a couple of years ago. The attack on EPA’s assessment of Alar
by the Natural Resources Defense Council captured the public imagination and
enlisted the support of powerful media symbols like Meryl Streep largely because
it focused on EPA’s apparently inadequate attention to children’s consumption
of apples and apple products. No amount of disputation about the validity of the
bioassay data on daminozide could counteract the public perception that gov-
ernment regulators had constructed their analytic framework in ways that under-
estimated the vulnerability of children.

3. Constraining Assumptions

The disclosure of biases and basic omissions in risk assessment models often comes
as a surpise to both experts and the public, as in the case of Alar and school children
or women’s health issues at NIH. I would next like to develop the argument that
the culture of qualitative risk analysis offers at least a partial antidote to such
surprises, because it provides a relatively systematic approach to thinking about
the constraining assumptions that are built into procedures for assessing risk. In
particular, recent work in the field of science and technology studies suggests that
there are recurrent ways in which the “scientific” construction of risk scenarios
falls short of completeness. Pointing out these directions of likely bias may well be
the most important service that qualitative risk studies can render to the culture
of quantitative risk assessment.

The contributions that qualitative analysts have made to the understanding of
risk can usefully be grouped under three headings: the first is “scale,” which can
be further subdivided into spatial, temporal, and cross-cultural (or distributive)
components; the second is “interactivity,” by which I mean the dynamic inter-
play between nature and society in the production of risks; and the third is
“contingency,” which refers to the contextually delimited character of virtually all
knowledge about risk. Inadequate attention to any of these three factors detracts
from the robustness of risk analysis and increases the likelihood of disagreements
among experts as well as between experts and the public.

Let me begin with the factor of scale. The pictures we construct of risk will
always be underinclusive — that is, key elements will be left out of consideration —
if the scale of the analysis is too small or too large. Risk assessment, as its prac-
titioners well know, is often based on extraordinarily compressed models of
physical systems, illustrating one aspect of the problem of scale. Thus, we try to
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surmise what will happen to genetically engineered organisms in the environment
on the basis of studies conducted in tiny, carefully isolated plots of land over one or
two growing seasons. We use small, well-screened groups of animals and people to
test products that will eventually be distributed to large masses of individuals with
varying susceptibility to disease. The underlying assumption in all such studies is
that the effects observable in the miniaturized domains that we actually study will
reproduce themselves more or less predictably in the world at large — provided,
of course, that we adhere to certain basic rules of statistics in selecting the size
and composition of study populations.

Increasingly, as well, we use mathematical models to help us overcome the
limitations of physical observation on a small scale. But the gap between prediction
and experience warns us that modeling provides at best an imperfect bridge to
reality. So, the oil fires in Kuwait did not in fact bring about the localized “nuclear
winter”-like scenario that some modelers had fearfully predicted. On the other
hand, our sad experience with diethylstilbestrol or DES shows how important
elements of risk (in this case, the cancer risk to the children of DES users) can
remain hidden if assessments are based on a temporal scale that ignores possible
intergenerational effects.

Less often remarked, perhaps, are the many occasions when the scale for risk
analysis is so large that it misses crucial aspects of local variation. Thus, a study
of deforestation in the Himalayas by Thompson et #/. determined that the reason
why experts came to radically different conclusions about “per capita fuelwood
consumption” was their failure to take account of highly variable, localized en-
vironmental conditions and associated variations in human consumption practices.’
Similarly, a study by Wynne showed that, in the aftermath of Chernobyl, British
radiation experts greatly underestimated how long radiation would contaminate
soil and plants in Lancashire.® The error in this case was the apparent failure of
experts, who were familiar with soil conditions in the south of England, to account
for greater than expected acidity in the peaty soils of Britain’s northern sheep-
farming country. Examples like this will no doubt arise more frequently as we try
to come to grips with risk predictions on a global environmental scale.

Problems of scale may occur, finally, because of the failure to incorporate
distributive considerations into the modeling of risks. The Alar controversy, in
which risk assessors seemed insensitive to children’s exposure, offers one example
of this phenomenon. More generally, the problem of distributively inappropriate
scales makes itself felt whenever a community is asked to accept the risks of an
activity that benefits it slightly or not at all. With zero benefits, the community
perceives even a small threat of harm as infinitely large, regardless of expert
assurances to the contrary. The burial of high-level radioactive wastes in Nevada or
the construction of an incinerator on Long Island arouses controversy in part be-
cause the distributive scale by which experts have determined the “safety” of these
operations fails to synchronize with the scale used by the recipient community.

My second point about the interactivity of nature and society is more subtle
but no less important. Often, when we set about analyzing the risks of technology,
we assume a more substantial barrier than in fact exists between the physical and
social worlds. Actual, measurable risks are assumed to belong to the real world of
hard, material things, whereas perceived risks are thought to lie in the domain
of fallible human beliefs and intuitions. Time after time, however, our experience of
risk has called attention to the intellectually untenable character of such assumptions.
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We know, or at any rate should know, that technological artifacts are continually
constructed and reconstructed through social practices. Risk is the product of
this constant interaction; it is not simply there to be “found” as an unalterable
characteristic of an inanimate physical system.

Disasters involving technology provide the most chastening examples of
material things interacting with people and institutions to produce consequences
that nobody thought to predict. The catastrophic gas leak in Bhopal was one such
event. In this case, a factory design that had worked more or less safely in America
had been transported to a country with a fundamentally different material and
technological culture. The recipients contextualized the alien technology into
their lives in accordance with their own cultural necessities and presuppositions.
Colonies of service-providers, for example, sprang up within a few years around
the factory’s periphery. These were the people who ultimately suffered the worst
consequences of the disaster.” Workers inside the plant, too, developed their own
ways of dealing with the breakdowns and sheer orneriness of the foreign object
they had been asked to manage. After the accident, it was revealed that the constant
malfunctions in valve and alarm systems had led the workers to rely on their sense
of smell, a crude but generally reliable detection system for the acrid presence of
methyl isocyanate. Tragically, this “early warning” mechanism proved completely
ineffectual against the runaway reaction that precipitated the disaster.

One does not have to seek out cases of cross-national technology transfer to
find risks created through the societal reshaping of technology. Another study of
Wynne describes how an apparently harmless decision to deviate from prescribed
cleaning practices became the prime cause of a fatal explosion in an underground
water main in Abbeystead, Lancashire. As Wynne tells the story,

[A] large void had been allowed to form in the tunnel, partly because oper-
ators had evolved an informal work practice which left washout valves a
crack open all the time. This extra drainage, against official procedures,
was evolved as an alternative to the official procedure which involved fully
flushing the (normally closed) valve about once every several weeks, to
wash oul accumulating silt.?

The practice of continuous drainage was adopted in this case because local
anglers had complained about the river being muddied for days after an offi-
cially sanctioned desilting. As it happened, the unofficial practice that met their
needs created a space for the methane to build up to explosive, nnd eventually
deadly, levels.

The third direction in which qualitative research has advanced our understand-
ing of risk is the one I referred to earlier as “contingency” or context-dependency.
There is a large and growing body of work showing that scientfic knowledge itself
is neither so objective nor so uniform a commodity as we might wish to believe.
What we claim to know about risk, how we acquire more information, and how
we interpret the facts in our possession are all contingent on contextual factors,
ranging from individual or organizational experience to national political cul-
ture. Research on contingency, as I suggest below, has important implications for
risk analysis.

One immediate consequence of contingency is that what people claim to
know about risk is in fact constructed in different ways in different political and
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cultural settings. Countries as similar as the United States and Britain, for example,
differ markedly in the kinds of information they deem necessary and sufficient
to establish the existence of an actionable risk. A strong preference for empirical
demonstrations has led British authorities to put high confidence in epidemiological
data for purposes of health risk assessment; correspondingly, relatively low regard
is shown for assessments based on mathematical extrapolations from animal data.’
Physical observations are more highly valued than theoretical projections. Thus,
scientists in Britain acknowledged the need to ban CFCs much more readily after
the discovery of the ozone hole (spearheaded by a British scientific team) than
on the basis of predictions made by American atmospheric chemists.

In spite of recent moves toward more public disclosure in Europe, technical
information relevant to policy still remains under closer governmental control
than in the United States. European environmental groups have varied greatly
in the zeal with which they seek out scientific information and develop useful
forms of counterexpertise. In Britain, Friends of the Earth has followed this
course, particularly on questions of marine pollution and endangered species,
and the Green Alliance has emerged as a locus of expertise on biotechnology.
French environmentalists, by contrast, have opted less regularly for expertise
as the route to power. The relative dearth of independent expertise even within
the antinuclear movement may account for the fact that France alone of the
major European countries undertook no serious protective action in the wake of
Chernobyl. The situation could hardly be more different in the United States,
where environmentalism has long embraced the Jeffersonian idea that an in-
formed citizenry is the best guardian of its own interests.

These contrasts underscore the fact that knowledge about risk is produced
to serve different functions and under different constraints across political and
cultural boundaries. The resulting knowledge, in turn, shapes and directs our
capacity to conceptualize risks. If we in the United States, for example, had never
developed a chemical assessment program based on animal studies, then we would
not today have raging conflicts over the validity of linear low-dose extrapolation,
the acceptability of PB/PK models, or the role of default assumptions in risk
assessment. If our regulators were less openly accountable, or commanded more
public trust, then we would not try to develop elaborate methodologies for
quantifying the subjectivity of expert judgments or seek out ever more refined
techniques for representing uncertainty. Even when we move toward consensus
with other nations, as currently in reassessing the carcinogenicity of dioxin, we
quite often do so by different cognitive paths. While a safety factor approach
on dioxin satisfied most European governments, here in America we required
a strong scientific consensus on dioxin’s mechanism of action to justify a more
relaxed estimate of the compound’s risks.!?

The contingency of knowledge is also evident at the other end of the polit-
ical and social scale, in the way individuals rather than governments make decisions
about risk. Research in this area has moved far beyond Slovic ez a/.’s interesting
and influential observation that experts and lay people perceive risks differently."!
We know now that the differences among individuals are both deeper and more
subtle. How people interpret a given set of facts about risk may depend on a host
of variables, such as their institutional affiliations, their trust in the information
provider, their prior experience with similar risk situations, and their power to
influence the source of the risk. Far from being irrational, these private calculations
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generally represent sophisticated attempts to translate risk information down to
meaningfully intimate scales of personal experience. If a good driver risks going
out in a blizzard or an AIDS patient tries out an inadequately tested experimental
drug, the decision reflects a focused and localized interpretation of the “facts,”
taking into account elements of self-knowledge that are not accessible to anyone
but the immediate decision-maker.

A further dimension of contingency arises from the fact that people are not
mere passive consumers of risk information. Many studies of community responses
to risk have shown that citizens are capable of learning extraordinary amounts of
technical information, and indeed of participating actively in creating relevant
new knowledge, when the stakes are high enough.!? Parents who believe their
children are being hurt by chemicals have become proficient amateur toxicologists,
and ordinary citizens have become knowledgeable in the reproductive habits of
brown pelicans and spotted owls in order to fight developers on scientific grounds.
What people “know” about risk is accordingly a fluid and changeable concept.
Given appropriate stimuli, the “lay person” can become an “expert” in a very
short span of time, and her expertise can be all the more formidable because it
combines formal technical knowledge with local knowledge that is as relevant as
it is unstructured and informal.

4. Exchange Programs

What do these findings from qualitative research in risk analysis mean for future
workers in our field? What possibilities are there for exchange programs that
might encourage more frequent border crossings and mitigate the feelings of
strangeness that still exist between the two cultures of risk analysis?

First, the insights drawn from social, political, and ethical studies of risk can
be used, I believe, to improve the methods of conducting risk assessment as well
as communicating about risk. This is not the place to discuss how such exchanges
might work in detail, but my general point is that qualitative research can help to
illuminate the blind spots in established approaches to risk assessment. In par-
ticular, such research can make explicit the key variables of scale and interactivity
that structured, quantitative assessments often overlook in their effort to reduce the
world to manageable proportions. Productive engagement between the two
cultures of risk analysis is especially likely to happen when assessments generated
in one scalar framework are applied to management decisions in a different scale:
for example, when field test results for a hazardous agricultural product are used
to determine control options for general environmental use; when randomized
clinical trials of drugs and devices are used to determine use restrictions for an
entire population; or when risk information produced in one cultural setting is
applied to another, as in cases of technology transfer between nations.

Awareness of the contingency of knowledge can also help improve the
methodology of risk assessment. Understanding that there are connections
between technical knowledge and the context in which it is produced may make
practitioners more reflectively conscious of biases built into their own meth-
odological approaches, and hence more sensitive to possibilities they have not
considered. This is one area in which comparative studies of risk can be expected
to play a major part. I know of few more powerful devices for making one stop
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and rethink an approach to a problem than the discovery that someone else, with
similar capabilities and resources, has chosen an entirely different analytic route,
leading to substantially different management practices.

The two cultures of risk analysis could interact more fruitfully not only in
the arena of regulatory action but also in defining and carrying out research pro-
grams. The more adventurous members of the quantitative research community
have already looked to qualitative research as a source of testable hypotheses to
guide quantitative analysis. Frameworks such as Mary Douglas’s cultural theory
of risk, for example, have begun to guide the work of some social psychologists.!?
Similarly, psychometric surveys have begun to build on theories of communica-
tion and of mental models. Such collaborative ventures, however, remain both
rare and fortuitous. Few survey researchers working on the public understanding
of technological risks have begun to take seriously the points I made earlier about
the social construction of risk, the contingency of knowledge, or the impact of
learning and local knowledge on individual perceptions of risk. The critical ideas
that are reshaping our views about the sociology of scientific knowledge have yet
to strike a responsive chord in quantitative risk research.

More interaction of the kind I am suggesting would add greater depth and
richness to an already fascinating literature. Let me offer one small example.
Specialists in risk communication have been debating for some time the value
of risk comparisons as a technique for setting priorities and determining which
risks are acceptable. A recent article by Slovic ef 4/. criticized the technique of
risk comparisons on the ground that people’s interpretation of comparative data is
deeply influenced by contextual information.'* In their study, participants reached
different conclusions about the severity of the risk of asbestos exposure and the
legal responsibility of the asbestos company when they were given different
amounts of background information about the significance of the comparison. The
authors concluded (consistently with prior work in the social studies of science)
that the opinions of technical experts may not be convincing to the public in an
adversarial context.

This elegant finding illustrates on a very modest, scale my more general argu-
ment about the contingency of knowledge: that what we “know” about risk is always
conditioned by background facts. One wishes that studies of risk communication
could be refined so as to build the assumption of contingency more centrally
into the research design. A study that took contingency seriously, for instance,
would treat as a significant variable not only the information provider’s credibility
(as in the Slovic er al. study) but also the hearer’s prior experience and capacity
to learn. One could then imagine a series of studies — each adding a further layer
of cognitive complexity to the original, simple comparison of risk probabilities —
to test how trust is created and feelings of empowerment are enhanced. In the end,
such an approach could lead to highly interactive methods of risk communication,
based more on the concept of learning than of communication, and relying more
on the model of the hypercard than on a linear model of transmission from source
to receptor.

The final contribution that qualitative studies can make to the field of risk
analysis is to make us rethink several of the truisms that we so readily accept about
risk. Separating risk assessment (what we know about risk) from risk manage-
ment (what we wish to do about risk) is one dogma that is clearly in need of pro-
found and critical reexamination. Risk assessment does indeed offer a principled
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way of organizing what we know about the world, particularly about its weak
spots and creaky joints. But the principles by which we organize the “facts” of
risk have to derive, at least in part, from underlying concerns of public policy
and social justice: whom should we protect, against what harms, at what cost,
and by foregoing what other opportunities? We can hardly order, rearrange, or
usefully supplement our knowledge about risk without incorporating these issues
into a clear, framing vision of the social and natural order that we wish to live in.
Reconnecting the technical minutiae of risk analysis with this larger vision is one
of the major challenges that still lies ahead for our field.

Author’s Note

This article was adapted from remarks presented on receiving the 1992 Distinguished Achievement
Award of the Society for Risk Analysis, (San Diego, California, December 1992).
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Homeland Security Warnings: Lessons Learned and Unlearned
Benigno E. Aguirre

Source: International Journal of Mass Emergencies and Disasters, 22(2) (2004): 103-115.

he intent in this paper is to examine the Homeland Security Advisory

System (HSAS) in light of existing knowledge about effective warning

systems in the social science of disasters, to point out some of the important
difficulties faced by this federal program and to offer an alternative approach to
increase the resilience of communities faced with the threat of terrorism.

Effective Warning Systems

Warning systems have attracted sustained research attention in the social scientific
studies of disasters for a number of decades, so that by now there is a strong degree
of consensus as to what makes for effective warning systems and what makes for
effective warning messages. The literature on the social science of warnings is
extensive (for recent summaries see Subcommittee on Natural Disaster Reduction,
2000; Tierney, 2000; Partnership for Public Warning, 2003). At the system level,
Joanne Nigg’s (1995) concept of an integrated warning system summarizes this
consensus. An integrated warning system is a complex system. Such a system
comprises an agency or agencies involved in the gathering of scientific evidence,
its analysis, and the production of information and forecasts about the relevant
hazards. These agencies also have departments or units that format and encode
the scientific information to increase its usefulness; develop appropriate wording
or special terms and use this vocabulary to write warnings and distribute them
to relevant end user groups; and establish networks of relations with these end
user communities to educate them and increase the efficiency of the services
they provide, allowing for feedback and correction. Scientific criteria often do
not take into consideration the end users of science, thus these units “translate”
scientific products, packaging them in warnings so that people can use them. As
the Partnership for Public Warning (2003, p. 18) reminds us, warnings should be:
focused on the people at risk; ubiquitous; capable of reaching people irrespective
of what they are doing; easy to access and to use; should not create added risks;
be reliable; provide-appropriate lead time so that people have a chance to protect
themselves; and generate authenticated messages.

Much agreement exists about what makes warning messages effective: they
need to be clear and understandable; accurate; frequent; credible; specific to the
life situation of the intended users; giving potential victims specific instructions
about the likely effect of the hazard and about what they should do to minimize
their vulnerability. As those who have carried out extensive research on warning
systems indicate, potential users of warnings must: receive the warning messages;
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understand them; believe that the warnings involve real threats and that their
contents are accurate; obtain confirmation from other people; understand the
extent to which the threat will impact their own lives; and then they must decide
what to do and hopefully act to protect themselves. Even in the best of systems,
however, how people will eventually respond depends only partly on the quality of
the warnings they receive, for other matters, such as personal disabilities, previous
experience with, and knowledge of, the hazards, social class, ethnicity, race, and
proximity and other available physical clues to the hazard, have important effects
on how people define the situations in which they find themselves and fashion
their subsequent lines of action.

While there are many potential user groups, some of the most common users
of warning information are: the mass media; industry users; political leadership
at the state and local levels of government charged with decision making in crisis
situations; emergency agencies that eventually are responsible to activate meas-
ures to protect the public; and the general population, which is not a homogeneous
entity but rather is composed of subpopulations with special vulnerabilities, such
as the elderly, disabled persons, female headed households, the poor, racial and
ethnic minorities, and people living in high risk areas.

Other important mitigation tools are not part of the system itself but are never-
theless subsidiary programs and measures that impact decisively on the ability
of integrated warning systems to protect vulnerable populations. Indeed, such
systems also include extensive efforts at public education about existing hazards,
their likelihood of occurrence, as well as creating an awareness of these risks in
families, business firms, public agencies, and communities so that they will take
steps to mitigate them and to establish credible response systems to alleviate the
effects of disasters when they occur, for people cannot respond appropriately if
they lack the means to do so.

A Successful Warning System

One of the most successful examples of an integrated warning system at present,
and one which will be used here to contrast with the HSAS, is the one protecting
people in the U.S. against hurricanes. It is worthwhile to outline some of its most
important features. The National Hurricane Center (http://www.nhc.noaa.gov),
in Miami, Florida and the National Weather Service are the two main federal
agencies in charge of issuing hurricane forecasts. The Center is the home to scores
of scientists and meteorologists involved in hurricane forecasts and predictions.
They have established a tradition of service to the public and are a credible source
of scientifically valid, reliable and effective information about hurricanes that
people take very seriously. The Center has developed a sophisticated methodology
to word various types of warning messages which incorporates the well known
Saffir-Simpson Hurricane Scale based on physical measurements. The Center
communicates and assists relevant mass media, the emergency management
community, political leadership, economic sectors, and privately owned weather
service organizations. It also participates in extensive public education efforts to
help people understand the risk of hurricanes to the Gulf of Mexico coastal states
and minimize their effects. The hurricane program is also successful because
it encourages the development and use of new technologies, such as Doppler
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radar and sea surge computer simulation modeling as well as interdisciplinary
collaboration, particularly the application of social science knowledge, which
helps it strengthen over time the operation of the system.

Thus, to mention only two examples, Baker has examined hurricane evacuation
(Baker 1991, 1995; Baker and Boswell 1999), and finds that clear and unequivocal
warnings by officials as well as people’s perceptions of risk, their previous ex-
periences with hazards, and their understandings about the level of threat of
different categories of hurricanes, are very important predictors of subsequent
evacuation behavior. Morrow and Peacock (1997) document the pervasive lack of
coordination among government officials in the Miami metropolitan area faced
with Hurricane Andrew. As they write, “most organizations, including those with
direct emergency management responsibilities, were poorly prepared.” (Morrow
and Peacok, 1997, p. 229). They also indicate that the hurricane advisories put
out by the National Hurricane Center were not very effective because of the
vagaries of television coverage of the impending storm, such as the language and
programming used by the various television stations, as well as the limitations
experienced by primarily Spanish language users (Gladwin and Peacock, 1997).

The place of their hurricane warnings in the larger system of localized
response and mitigation efforts is well known. Thus, the local and state emergency
management community works closely with the National Hurricane Center to
put in operation the relevant disaster plans and establish the proper time to issue
evacuation orders. The elected officials of the impacted communities are part of
the emergency plan, know where they must be to make decisions to protect their
communities, and have developed working relations with the emergency managers
and other emergency responders. While the evacuation routes are at times clogged
with traffic as people evacuate in advance of threatening hurricanes, it is still the
case that the routes are marked and well known to the local population, as are
the location of public shelters, medical care facilities, and other organizations
caring for the evacuees.

The National Hurricane Center is successful not solely because it houses ex-
perts and scientists in the various sciences concerned with hurricane forecasting
and prediction, and not only because it issues effective warnings, but also because
it takes into account the needs of the users of its forecasts and predictions and
because it is part of an integrated warning system in which various subsystems are
also involved such as public schools, transportation departments, hospitals, and
guest communities, which in turn generate their own hurricane related programs
and policies such as emergency shelters. Moreover, in conjunction with it are other
state and community mitigation efforts, such as high wind building code regulation
and enforcement, land use regulation, and coastal development guidelines. The
end result is the gradual increase in the resilience of the communities and regions
exposed to the effects of hurricanes,

The Homeland Security Advisory System

Now, in contrast, let us discuss the HSAS. The Homeland Security Advisory Sys-
tem (for the full description see United States Department of Homeland Security,
2004; see also Emergency Email Network) consists of five levels of terrorist
threat: Low, guarded, elevated, high, and severe, associated respectively with the
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colors green, blue, yellow, orange, red. Each of the five levels brings with it a
set of recommended actions for federal departments and agencies. The manifest
intent is to increase these agencies’ readiness to respond to terrorist attacks, and
to relate the extent and type of their responses to the perceived severity of the
threat. It is useful to compare this system to the previously explained integrated
warning system.

The HSAS is not a warning system. The five color flags are inadequate to
communicate the risk of terrorist attack (for some of the mutually contradictory
messages of HSAS and the FBI terrorist alert system, as well as the misuse of HSAS
on international-oriented threats see Pena, 2002a; 2002b; 2002c; the confusion
and inappropriate response from the public generated by HSAS advisories, and
who profit from them, are spelled out by Reynolds, 2003). It has not developed
an appropriate methodology to word various types of warning messages about
various types of terrorist threats. The advisories apply to the entire country ra-
ther than to specific regions and communities, rendering mem much less useful
as warnings, which should have much greater spatial specificity. Nor is there a
methodology to communicate this information to the mass media, emergency man-
agement community, political leadership, economic sectors, and the general public.
HSAS does not participate in effective public education efforts to help people
understand the risk of various types of terrorist threats and what people can do
to minimize their effects.!

The place of HSAS in a larger system of localized response and mitigation
efforts is not worked out. The function of local and state emergency management
agencies and of local and state elected officials is not specified in HSAS. There
are no disaster plans that incorporate HSAS in a comprehensive fashion in the
response to the various terrorist threats, nor are there mitigation activities that
communities could implement. The behavioral responses desired from people
responding to the advisories are not specified, which has the potential to create
considerable anxiety in the public. Indeed, policies to combat terrorism need to
be based on realistic scenarios regarding how citizens will react to these events. As
Perry and Lindell point out (2003), it can be expected, on the basis of what is known
about how people typically respond in moments of crisis, that they will be fearful
but rational, proactive, and in compliance with the official recommendations they
receive. Moreover, such policies must recognize that it is not possible to protect
against all types of terrorist attacks, so that choices must be made about the types
of attacks that will be considered. HSAS does not take into account the need of
the users of its predictions; it is not part of an integrated warning system in which
various subsystems of the threatened communities would be involved.

The argument that terrorism presents a configuration of tasks that are so dif-
ferent from other hazards as to require an entirely new approach has been made,
and is reminiscent of previous arguments about the uniqueness of human-made,
as compared to natural hazards. In a characteristic statement of the present-day
emphasis, Wise and Nader (2002, p. 46) argue that terrorist attacks present unique
tasks; they

“...impose a new level of social, economic, and fiscal dislocation on the nation
and its communities, and they involve the use of many specialized resources
that go beyond the capabilities of state and local governments...(the) po-
tential to cause catastrophic damage quickly, and in so many different
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ways, using difficult to anticipate modalities requires government agencies
to diagnose the threats, decide on the most effective courses of action,
and respond in an integrated fashion within extremely compressed time
frames...unlike floods and forest fires . . . (there are) more serious sources
of uncertainty...(1) understanding of the performance of the various types
of terrorist weapons on civilian populations...;(2) warning time; and
(3) predicting public reaction and behavior to terrorist attack....”

Undoubtedly, terrorist attacks, along certain dimensions, are different from
other hazards; for example, the role of crime investigators and intelligence services,
and the need to combine corporate and public programs, and these dimensions
cannot be minimized (Trim, 2003). However, as the institution of risk management
has evolved in the U.S. there is widespread consensus that, from the perspective
of maximizing the effectiveness of organized efforts to protect the public, an all-
hazard approach is the optimum approach to use. For example, the tasks faced
by federal urban search and rescue (USAR) taskforces attempting to extricate
victims of volcanic explosions, earthquakes and terrorist explosions do not change
because of the origin of these hazardous agents. Rather they change due to the con-
figuration of collapsed structures, access, command and control of the site, and
the presence or absence of a division of labor and workable relationships with the
local fire and police departments, security personnel, and other local, state, and
federal actors involved in the societal response and emergency management
operations. Thus, from the perspective of most social science specialists in
emergency management and disasters, the concerns expressed by these authors are
misdirected. For example, earthquakes, volcanic eruptions, hurricanes, and floods,
to name a few natural hazards, have the potential to have multiple catastrophic
effects on large regions and often involve very limited response time, requiring
federal assistance. Moreover, there is no reason to assume that people will panic
or that they will respond to terrorist attacks differently than they respond to
other hazards.

It is unclear in the HSAS who are the persons or entities that should respond
to the warnings. The explicit intent is for federal departments and agencies to do
so, but in fact local and state agencies, as well as persons in the general population
receive the warnings and are urged to take unspecified protective actions. Whether
intended or not, the involvement of local jurisdictions as responders in the HSAS
creates important uncertainties, for the system is a federal system and until now,
its attempt to incorporate local jurisdictions in its response and preparedness
efforts have been ineffective (PoliceOne, 2002). Following long term traditions
in the political system of the country, emergency management programs and
tasks are defined as local responsibilities, with federal agencies acting to support
local initiatives, exemplified in the work of the Federal Emergency Management
Agency, so that the HSAS represents, whether intended or not, a departure from
this established mode of operations.

In contrast to the National Hurricane Center, the Undersecretary for
Information Analysis and Infrastructure Protection, responsible for creating
the terrorist forecasts, operates in secrecy. By the very nature of the work of the
Undersecretary, the public does not know about its operations. In practical terms,
however, most people do not know what atmospheric scientists do when they
detect and predict the behavior of hurricanes, so that the real problem is less the
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operational secrecy of the Undersecretary than the lack of reliability of its terrorist
warnings; the validity and reliability of its forecasts are doubtful. So far, not one
of them has come true! Obviously, the logic of the very warnings it emits is of
doubtful value, for terrorists, if compared to hurricanes, can react to the warnings
and prove them incorrect, and in so doing contribute to their lack of reliability
(Hosenball and Isikoff, 2004).

While not usually recognized, apparently, HSAS has been created in part not
so much as a warning system but as a way to let people know about developing
vulnerabilities that could be brought about by terrorist attacks (for its use on
“water terrorism” see Glasner, 2003), as these assessments are constructed by
Homeland Security and other federal bureaucracies, thus defusing the blame of
the impact of potential terrorist attacks from the president and his administration.
Moreover, the advisory system is most probably operating as a mitigation tool,
used by the federal government to discourage terrorist attacks. The implications
of these uses need to be explored: Are there other ways to let terrorists know that
we know what they are planning to do? Are there ways other than anticipatory
public relations to protect the prestige of the presidency from the impact of future
terrorist events? (Meade, 2003)

Complicating this lack of reliability is the politically partisan nature of the
agency. It is nowadays so closely connected to the Bush administration through
the person of the Attorney General of the U.S. that for many it appears as one of the
tools that the administration uses to carry out its political goals and influence
legislation and political life in general (The Economist, 2002). An important
change that is needed is for the Undersecretary — and for the Department of
Homeland Security more generally — to acquire organizational independence from
the White House as a branch of government service (for an extended discussion
of Homeland Security from a public administration perspective see Newman,
2002; Donley and Pollard, 2002).

Summarizing some of the most important problems with HSAS, the hazards it
addresses are unspecific as to their origin, the nature of the threats, their time and
place configurations, and what to do about them; the likely victims are unknown;
the local government and emergency management response networks as well
as the local and state political systems do not participate in preparing and mitigating
their effects, although they are liable for the costs of reacting to the warnings; and
it lacks an accurate understanding of the social psychology of people’s response
to warnings, assuming an undifferentiated public that automatically behaves as
it is told by the authorities. Moreover, it confuses warnings with mitigation and
public relations and is too closely linked to politically partisan processes.

An Alternative Approach

The lessons unlearned must be learned. For decades, the US taxpayers have
supported scientific research on disasters and warning systems. The resulting
information is readily available and can be of great use to Homeland Security.
HSAS needs to disappear. Itis a bad idea that will not work, for it violates most of
the central principles of sound warning systems. It came about under the enormous
pressure of the days following the September 11th attack, but we can do better
(Herring, 2003). The need for secrecy to safeguard the national interest, inherent
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in anti-terrorist governmental activities, cannot be successfully reconciled with
the needs of an integrated warning system, which is founded on open access and
coordination among multiple agencies, organizations, and the general public.
Instead, the intent should be on promoting disaster preparedness, for which there
is considerable information (Mileti and Peek, 2002).

Based on the accumulated experience in the social science of disasters, an
alternative approach to the terrorist threat would use the tremendous opportunity
that the present crisis created (on this point see Rubin et al, 2003) to educate the
general public about the threat of terrorism and the impact of different weapons
of mass destruction (WMD) to the communities and regions where they live.
There is a need to stop talking in generalities about WMD and start educating
people about what these weapons are and what people can do to protect themselves
against their effects.

There is also a need to stop talking about undefined terrorist threats for the
entire country and start talking about the specific vulnerabilities of specific com-
munities to specific WMD threats; what is needed is the development of likely
scenarios that will personalize the threat rather dian doomsday accounts that
create mass fears (Savage, 2003). The local emergency management community
once again must be an integral, central part of the national preparedness, response
and mitigation efforts.

Perhaps most importantly, the present crisis is a propitious time to begin to
change the culture of the society, to change people’s ways of life and increase
their collective resilience — not just against terrorist hazards but also towards a
number of other natural and human made risks, hazards and disasters that impact
their lives (Mileti, 1999). Itis in this context that emergency management policies
and programs need to continue and to improve on those such as FEMA’s recently
renamed Project Impact, to encourage the mitigation of risks, community devel-
opment, and quality of life (Marsh and Buckle, 2001). It is these that will help
people cope and have happier lives.

Conclusion

The current Homeland Security Advisory System does not draw from years of
social science study and does not benefit the nation. It is not a warning system.
At best, HSAS is a mitigation and anticipatory public relations tool. HSAS is a
reflection of the shift in governance to a concern with public relations, due in part
to the ubiquitous presence of the mass media in the management of crisis situations
and the resulting need to protect the public images of government officials and
agencies. In the fight against terrorism there may be very good reasons for the US
federal government to strengthen its links to the security systems at the state and
local levels, involving the sharing of information about likely suspects and their
targets, training, and access to new technology and resources. There may also be
very good reasons for the authorities to warn terrorists that they know what they
are about to do, but these are matters for the intelligence services, about which
most of us are ignorant. Warning populations against terrorism and what to do
to protect against it, however, is not a police but a civil function, for which there
is a panoply of well known emergency management instrumentalities and a firm
social scientific basis. This basic distinction must be preserved, less we confuse
hype with reality, public relations with sound public policy.
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Note

1. Aslate as March 2004, the United States General Accounting Office (2004a) indicated that
the Department of Homeland Security “had not documented the policies and procedures
it has used for assessing intelligence information, determining whether to raise or lower
the threat level, and notifying federal, state, and local government agencies about changes
in threat levels (2004a, p. 2)”. Moreover, 14 of the 15 federal agencies and three of the six
local governments they contacted indicated that “they would have benefited by receiving
additional information on region, sector, site, and event specific threats when deciding add-
itional actions to take for the most recent code-orange alerts (2004a, p. 3).” The absence of
communication protocols for inter agency notifications is contrary to USGAO standards
and government practice (2004b, p. 7).
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Blindsided? September 11 and the Origins of
Strategic Surprise
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Source: Political Psychology, 23(3) (2002): 601-630.

the hijackings that enabled them) clearly caught the bulk of the U.S.

leadership, the American people, and many supporters of liberal
democracy around the world by surprise. Yet the severity of this shock should
not be allowed to obscure the uncomfortable fact that the terrorists’ motives and
modus operandi were well known to many experts on terrorism within and outside
of the U.S. government.! The World Trade Center had been attacked before, there
had been many hijackings of large passenger aircraft around the globe during
the last three decades, and Middle Eastern terrorists had regularly made use of
vehicle-based suicide attacks such as truck- and boat-bombs (Prados, 2002, p. 18).
Combining these elements was innovative and devastatingly effective — but virtually
all of the major elements had been seen before. A parallel plot by Algerian (GIA)
terrorists to crash a fuel-laden Airbus A-300 into the Eiffel Tower in December
1994 was narrowly averted by the intervention of a French elite counterterror
force that stormed the hijacked aircraft on the ground during a “refueling” stop
in Marseille before it could complete its deadly mission (Gunaratna, 2001, p. 7).
The 1998 attacks on the U.S. embassies in Kenya and Tanzania highlighted the
capacity of al-Qaeda to mount coordinated, simultaneous attacks. The enemies of
the United States had thus demonstrated their capabilities in a series of attacks on
U.S. targets abroad (most recently in the form of the attack on the U.S.S. Cole in
Yemen in October 2000) and conveyed their ill intentions via a number of veiled
and explicit threats detected by U.S. and friendly foreign intelligence services
(Prados, 2002, p. 18; Wright, 2002).

In a story reminiscent of Homer’s lliad, the available record suggests that a
number of government officials (represented at the highest levels by CIA Director
George Tenet) were in fact keenly aware of the danger well before 11 September
2001. Like the Cassandra figure in Homer’s epic, these officials had great difficulty
in getting the other players in the national security policymaking system to act on
their warnings and prioritize counterterrorism and what has come to be known
as homeland security.? They saw the threat (posed in this modern tragedy not by
Greeks bearing gifts but by the deadly purposes of terrorist organizations such
as bin Laden’s network) but failed to get others to respond with sufficient vigor.
Given this background (and the benefit of 20/20 hindsight), it seems puzzling
that the threat of catastrophic terrorism was not taken more seriously by the top
levels of the U.S. government. Why was more not done to meet this threat and
reduce societal vulnerability before the World Trade Center had been turned into

’ I \ he terror attacks on the World Trade Center and the Pentagon (and
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rubble, the Pentagon gravely damaged, four large passenger jets destroyed, and
thousands of lives extinguished?

The rich international literature on strategic surprise provides a useful point
of departure for ex post facto and post mortem analyses of surprise attacks
(Betts, 1982; Handel, 1976; Jervis; 1976; Kam, 1988; Levite, 1987; Vertzberger,
1990, pp. 14-17; Wohlstetter, 1962). This article attempts to shed light on our
puzzle through three broad explanatory “cuts” (see Allison, 1971; Allison &
Zelikow, 1999; Snook, 2000; Vandenbroucke, 1984) that take their inspiration
from psychological, bureau-organizational, and agenda-political approaches to the
study of policymaking processes. The potential sources of failure that fall under
these rubrics will be compared to the currently available empirical record in a pre-
liminary attempt to understand more systematically what might have gone wrong
and why. Our readings of the “surprise” and policymaking literatures suggest that
these three interrelated types of explanations stand out as particularly plausible
in light of previous historical experience. Furthermore, it should be noted that
none of these factors are specific to the United States. They operate in similar
fashion in liberal democracies all over the world. It should also be emphasized that
the purpose of this early analysis of how the United States was caught woefully
off guard by the attacks of 9/11 is not to mete out blame retrospectively, but to
help us better understand what happened and to subject some existing scholarly
“tools” for this task to a preliminary empirical plausibility probe (Eckstein, 1975,
pp. 108-113). In the next section, we briefly discuss the concept of strategic
surprise. This is followed by three sections, each consisting of a brief introduc-
tion to the relevant theoretical literature inspiring the analytical cut and an ap-
plication to the empirics of our case. We conclude with some reflections on the
fruit of our efforts and some tentative lessons and caveats for the future.

Strategic Surprise

Was 9/11 an unavoidable bolt from the blue, or was it the result of a number of
potentially avoidable failures? The strategic surprise literature provides a useful
conceptual infrastructure and comparative empirical performance benchmarks
for probing this crucial counterfactual question (see Fearon, 1991; Lebow, 2000,
p- 559; McKeown, 1999, p. 184; Tetlock & Belkin, 1996). It is not surprising that,
in the immediate aftermath of these successful terror salvos, observers immediately
used the historical analogy of Pearl Harbor — perhaps the classic and certainly
still a controversial case of strategic surprise in the American context — to make
sense of what happened (Prados, 2002, p. 7; see also Khong, 1992).

If 9/11 is to be analyzed as a possible case of strategic surprise comparable to
Pearl Harbor, it is necessary to define the term. Although the concept of surprise
is notoriously difficult to operationalize (Wilkenfeld & Brecher, 1988, p. 2),
the literature suggests that strategic surprise can be defined as a victim’s lack of
preparedness based on erroneous judgments of whether, when, where, and how
it would be attacked (Betts, 1982, p. 11; Brodin, 1978, p. 99; George, 1979).
Somewhat more complex conceptualizations distinguish between surprise and
unpreparedness, and between general warning and credible conclusive warning
(Levite, 1987, pp. 3, 26). According to Kam (1988, p. 8), there are three main
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elements inherent to a surprise attack: First, the attack is contrary to the victim’s
expectations; second, there is a failure of advance warning; and third, the attack
lays bare the lack of adequate preparation. Unlike most of the historical examples
of surprise attack studied in this genre, the kamikaze hijackings of 9/11 are
thought to have been perpetrated not by a state but by a global terrorist network,
al-Qaeda.? Furthermore, al-Qaeda’s targets were primarily civilian and not
exclusively military, it did not take public credit, and its goals were not to start or
win a war in the traditional sense but to spread terror.* Despite these differences,
we believe it is appropriate and fruitful to view 9/11 from the vantage points sug-
gested by the strategic surprise literature.’

Although surprise (like warning) is a matter of degree, studies of past surprise
attacks have led most scholars to conclude that in retrospect surprise was often
not justified on the basis of available evidence and warnings that existed before the
attack (Betts, 1980-81; Handel, 1976, p. 7; Knorr, 1979, p. 74; Wohlstetter, 1962).
Furthermore, there are documented examples of cases in which the intelligence
picture was fairly accurate, but appropriate action was not taken in response to
the warning. Thus, as Betts (1980-81) has noted, warning alone is not enough:
“Warning without response is useless” (p. 551). Falling victim to a surprise attack
generally indicates failures in one or more links along a complex chain of policy,
intelligence, warning, and response. Classical strategic surprise analysis has
focused heavily, if somewhat narrowly, on the core questions of whether specific
warning existed, whether it was accurately interpreted, and whether policymakers
responded adequately.

Although we too are interested in these core questions, we propose to
broaden the perspective somewhat in order to address an important prior ques-
tion, namely the responsiveness of the system to more generalized warning and
proposals for threat and vulnerability mitigation reforms in the months and even
years before the strategic “surprise.” Such an analysis should be contextually
grounded in a fashion that takes the chronically overcrowded state of the policy
agenda and the politicized nature of security agenda-setting into account. As
Kam (1988) accurately observed, the “failure to prevent a surprise attack does not
evolve overnight” and is “not the result of any single factor, . . . [or] mistakes com-
mitted on any one level” (p. 213). What, then, are some of the common sources
of strategic surprise, and which ones can be identified as likely contributors to
the tragedies of 9/11?

Psychological Factors

It is customary to divide contemporary psychology into two broad camps: cognitive
and psychodynamic (Gollwitzer & Bargh, 1996, p. ix; Higgens & Bargh, 1987;
Stein & Welch, 1997, p. 60). Cognitive psychology focuses on the way human
beings experience and interpret the physical and social environments in which we
live. The human mind is likened to a computer that stores, organizes, categorizes,
and selectively attends to information. However, the human mind is subject
to severe limitations of information-processing capacity, especially with regard to
monitoring and analyzing highly complex physical and social environments. As
a result, people resort to a number of cognitive shortcuts and analytical rules of
thumb to cope with information overload, uncertainty, ambiguity, and complexity
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(Nisbett & Ross, 1980, pp. 15-16; Vertzberger, 1990, pp. 111-113).5 Perception
and interpretation of information is strongly colored by beliefs, prior experi-
ence, existing expectations, and the individual’s current cognitive “set” or agenda
(Bruner, 1957; Cohen, 2001, pp. 42-58; Fiske & Taylor, 1991; Jervis, 1976; Larson,
1994; Rosati, 1995).

Whereas cognitive psychology focuses on “cold” information processing, the
psychodynamic branch is concerned with “hot” mental processes — that is, with
phenomena that point to the ways in which our psychological motivations, needs,
and emotional states affect our perceptions and judgments (see Crawford, 2000;
Janis, 1989; Janis & Mann, 1977; Lebow, 1981; Markus, 2000; Mele, 2001). This
perspective emphasizes the ways in which various kinds of motivational biases —
such as denial, wishful thinking, severe value conflict, perceived betrayal, etc. —
influence consequential decisions (Cohen, 2001, pp. 21-42; David, 1993, p. 23;
Jervis, 1976; Lebow, 1981, pp. 101-119; Lebow & Stein, 1994, pp. 334-338;
Vandenbroucke, 1993, pp. 164-166). The findings from this body of work sug-
gest that powerful motivational forces can radically distort information processing
and judgment and thus contribute to the occurrence of policy fiascoes (Bovens &
‘t Hart, 1996; Janis & Mann, 1977).

The “cold” and “hot” psychological processes and tendencies identified above
leave the interpretation of information and subsequent calibration of the policy
response vulnerable to at least three important pathologies: (1) the overvaluation
of past success, (2) overconfldence in current policy, and (3) an insensitivity to
warnings critical of existing policy (Jervis, 1976; Lebow, 1981, p. 112; Lebow &
Stein, 1994, pp. 15, 282-287; see also Janis & Mann, 1977; Jervis, 1976).

Overvaluation, Overconfidence, and Insensitivity

In the aftermath of 9/11, there is manifold evidence that these pathologies con-
tributed to the four successful hijackings. Until 9/11, it had been 14 years since
a U.S. plane had been successfully commandeered and 13 years since the last
U.S. plane had been bombed (Easterbrook, 2001, p. 166). Improved security
measures and the introduction of technology such as advanced scanners, metal
detectors, and baggage-matching computers had helped to significantly reduce
airline hijackings since the 1970s (Easterbrook, 2001; Falkenrath, 2001; Gladwell,
2001; St. John, 1991). Sadly, overconfidence and complacency were among the
by-products of this success. For example, Paul Pillar, former deputy chief of
the CIA’s Counterterrorist Center, in his recent book on terrorism, cited the
“drastic reduction in skyjackings” as a “major success story” and credited this
achievement to a “comprehensive security system” (Pillar, 2001, pp. 25-26).
9/11 revealed this airline industry—based system, in which security screening was
subcontracted out (often to the lowest bidder), to be anything but comprehensive.
Despite “numerous studies, blue-ribbon panels, and presidential commissions”
warning that air security was inadequate and vulnerable to terrorism, virtually
nothing was done to address the weak points in the system (Easterbrook, 2001,
p- 164). For example, the 1997 presidential commission on airline security, headed
by Vice President Al Gore, recommended that the federal government should cer-
tify the contractors operating airport security screening.” The FAA never acted
on this recommendation.
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Thus, overvaluation of past successes in reducing airline hijackings, overcon-
fidence in the current air security system, and insensitivity to previous warnings
questioning existing airline security policy certainly contributed to 9/11.

Evidence of these pathologies can also be detected in past evaluations of the
overall U.S. counterterrorist approach (Pillar, 2001, pp. 2-3). A number of well-
publicized “successes” in counterterrorism may have produced a certain degree of
complacency and distracted elite attention from the available warning signals. The
overall frequency of terrorist incidents worldwide had declined to approximately
half of the mid-1980s levels. There were many other events that were interpreted
as indicators of policy success. These included the arrest and conviction of the
perpetrators of the 1993 World Trade Center bombing and the 1995 Oklahoma
City (Murrah) Federal Building bombing, the foiling of an alleged plot to bomb
New York City landmarks in 1993, the swift identification of bin Laden and his
network as the culprits in the 1998 Kenya and Tanzania embassy bombings, and
the successful prevention of the so-called millennium plots. These “successes”
were conducive to a widespread belief within the U.S. national security community
that the counterterror and homeland defense programs were sufficiently managing
the terrorist threat.® This prevailing view helps explain why the recommendations
from the Gilmore, Bremer, and Hart-Rudman commissions on terrorism were
not more promptly and aggressively implemented.’

Wishful Thinking

Lingering (and deceptively comforting) beliefs that terrorism was something that
occurred abroad also contributed to lack of preparation to thwart the threat of
catastrophic terrorism to the U.S. homeland. Before the first World Trade Center
attack in 1993, it was widely thought that the United States was somehow pro-
tected from the kinds of terrorist attacks that plagued Europe and the Middle
East during much of the 1970s and 1980s. When that attack took place, it was
grudgingly accepted that foreign terrorism could hit the United States, although
many clung to the hope that the attack would remain exceptional and that ter-
rorism would not become a chronic part of American life. When the Oklahoma
City bombing occurred, after initial speculation that Islamic fundamentalists were
responsible, it was equally grudgingly accepted that terrorism in the United States
could have domestic sources (Nacos, 1996; Prados, 2002, pp. 3—4). The pattern of
circumstances suggests that the persistent belief that it can’t (or at least probably
won’t) happen here helps to explain the relatively casual dismissal of the threat
and the lax security on U.S. domestic flights relative to international ones.

This kind of comforting, but in the long term counterproductive, belief is
the result of a motivated self-deception — a kind of wishful thinking that helps
to relieve anxiety, but at the cost of increasing vulnerability (Wallenius, 2001,
pp- 24-28, 53). In the Freudian psychoanalytical tradition, this phenomenon is
known as denial: “a relatively primitive defense in which the individual simply fails
to perceive or acknowledge an anxiety producing reality” (Hunt, 1993, p. 202; see
also Cohen, 2001, pp. 25-37). Although the collective character of policymaking
can be a defense and compensation for individual tendencies toward denial
(George and Stern, 2002), the work of scholars such as the late Irving Janis and
Paul ‘t Hart suggests that individual tendencies toward psychological avoidance
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can, under certain circumstances, be amplified by the characteristics of the group
setting in which much of the work of government takes place.’

As Americans living and working abroad, it also seems noteworthy to us that
many Americans seem to have difficulty in understanding that non-Americans do
not always share the positive national self-image cherished by U.S. leaders and
citizens alike. American power, seen at home as largely benevolent and a source of
virtue and security in the world, is often seen as threatening by others.!! American
interventions in conflicts abroad may well be seen as clumsy, gratuitous, and brutal.
Americans may be inclined to see the use of violence as a distasteful duty forced
on the United States by international circumstances, whereas others may see
these same actions as indications of an “imperialistic” and arrogant super-powered
elephant rampaging in the china shop of international affairs. This disparity is, of
course, quite in line with the attributional biases (e.g., the self-serving and actor-
observer biases) identified in the social psychological literature (Lebow, 1981;
Monroe, Hankin, & Van Vechten, 2000, p. 425; Tetlock, 1985). To the extent that
Americans underestimated the intensity of anti-Americanism in general and
fanatical anti-Americanism of the al-Qaeda variety in particular, these biases may
well have contributed to the gross underestimation of the threat.

Finally, it has been suggested — in a fashion quite compatible with the cogni-
tivist accounts noted above — that a mismatch between the categories favored by
security experts in and out of government also contributed to the neglect of the
threat originating from “megalomaniacal hyperterrorists” such as bin Laden. Ehud
Sprinzak (2001) argued that specialists favored collectivist conceptions of terror-
ism, classifying it “along organizational or ideological lines, with revolutionary
left wing, conservative right wing, separatist-nationalist, and religious terrorism
as typical categories” (p. 72). As such, charismatic and innovative individuals such as
bin Laden tended to fly under their conceptual radar. Although Sprinzak’s
argument seems to neglect the importance of the massive al-Qaeda network built
by bin Laden and his associates, it is suggestive. The fact that al-Qaeda’s modus
operandi did not fit the patterns established by previous terrorist groups may well
have contributed to delaying recognition of the magnitude and urgency of the
threat posed to the U.S. homeland.

Bureau-Organizational Factors

Under this rubric we will concentrate on insights from two bodies of literature,
on organizational behavior and governmental (cabinet and bureaucratic) politics.
The First approach focuses on the outputs of complex organizations that act
on the basis of characteristic subcultures and standard operating procedures
(Allison & Zelikow, 1999, p. 143; March & Olsen, 1989, pp. 21-22; Sagan, 1993;
Steinbruner, 1974). From this perspective, governmental decision-making is seen
as organizational output, highly dependent on the structure, goals, preferences,
priorities, rules, norms, roles, and routines of the organizations in question. Ex-
periences from previous problems become embedded in dominant analogies
and practices, which in turn color perceptions and suggest solutions to current
problems. Policies inherited from predecessors or previous administrations are
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often heavy constraints on the freedom of action of sitting policymakers as well as
the nature and distribution of resources, competencies, and procedural repertoires
(Lindblom, 1990, pp. 69-70; Rose, 1994; Soltan, Uslaner, & Haufler, 1998, p. 3;
Stern, 1999a, pp. 38-39).

The governmental or bureaucratic politics approach views policy outcomes as
the end result of competing bureaucratic interests and preferences (Allison, 1971;
Allison & Zelikow, 1999; Halperin, 1974; Stern & Verbeek, 1998). This per-
spective highlights the extremely politicized nature of organizational life and the
impact that organizational parochialism and inter- and intra-agency rivalry and
competition can have on information processing, decision-making, and policy
outputs. Although there is some degree of overlap between these approaches, it
can be argued that organizational process emphasizes structural features of or-
ganizational life (e.g., institutional structure, culture, procedures), whereas gov-
ernmental politics focuses on the interplay among intragovernmental agents in
a pluralistic politico-administrative environment (see Allison & Zelikow, 1999,
pp- 5-7, 392). As such, they complement each other, together providing a rich
account of the interplay of socially embedded actors enabled and constrained by
the terrain of the institutional landscapes in which they operate.

Insights from the bureau-organizational perspective highlight a number of
ills that can lead to policy failure and increased vulnerability to surprise attack.
Among these are avoidance, wait-and-see tendencies, a current-events fixation,
the “cry wolf” phenomenon, the difficulties of distinguishing signal from noise,
delays, biases in interpretation, compartmentalization, and problems in
coordination, communication, and information sharing (Handel, 1976, p. 17; Kam,
1988, pp. 176-198; Levite, 1987, p. 12).

Organizational Fragmentation

In common speech, we tend to refer to governments as monoliths, often using the
name of the capital city as a kind of shorthand that lumps together all of the people
and organizations of a given polity into a single actor (see Allison & Zelikow, 1999,
pp- 24-27). Washington, or Moscow, or London adopt a given policy or actin a
particular way. In fact, the “Washington” that makes foreign and domestic policy
is actually composed of hundreds, if not thousands, of individuals belonging to
dozens of departments, agencies, and legislative bodies (Allison & Zelikow, 1999,
chapters 3 and 5). The problem of terrorism cuts across the mandates of many
agencies, including the State Department, the Defense Department, the Justice
Department, the Transportation Department, the National Security Council
staff, the CIA, the NSA, armed services intelligence agencies, the FBI, the FAA,
the customs and immigration services — not to mention numerous state and local
police jurisdictions (see Prados, 2002, pp. 15-16). It is very difficult for these
organizations — which are in turn made up of numerous subunits and sub-subunits —
to share information and coordinate the analysis and policy response to threat.
Furthermore, these agencies tend to be divided by organizational cultural and
procedural differences, as well as bureaupolitical rivalries, which can impede
information sharing and have a negative impact on policy formulation and imple-
mentation (Preston & ‘t Hart, 1999; Vertzberger, 1990).
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Cooperation, Coordination, and Organizational Structure

It has been well documented that there was a lack of cooperation when it came to
sharing intelligence before 9/11. The 1997 Gore commission on aviation safety
and security, for example, had proposed that the FBI, the CIA, and the Bureau
of Alcohol, Tobacco and Firearms gather information regarding suspected ter-
rorists and to make that information available for airline databases to help flag
any suspected terrorist trying to buy a ticket.!? The recommendation was not
carried out, and on 9/11 two individuals already earmarked by the government
as suspected terrorists were able to use their own names to successfully board
different American Airlines planes out of Boston (New York Times, 2001). The
names of these men also failed to be placed on the Immigration and Naturalization
Service (INS) watch list before their entry into the United States and were never
placed on the Inter-agency Border Inspection system (Nye, 2001, p. 202).
Bureau-organizational analysis provides a number of insights into why gov-
ernmental organizations have tended not to share intelligence and have had a
poor record with regard to cooperation and coordination. Organizational goals,
approach, culture, and structure account for the reluctance in the past of agencies
like the FBI and the CIA to share information with each other or with other
entities, such as the airlines. The FBI takes a law enforcement approach to its
mission; thus, it is oriented to collecting evidence in order to solve a crime and
gain a conviction in court. The CIA mission is to protect national security, and its
focus is on obtaining and analyzing intelligence to provide advanced warning or
prevent an act from occurring. As John Deutch and Jeffrey Smith (2002, p. 64)
have pointed out, both agencies have organizational motives for withholding
information from others. The FBI fears that releasing information to others could
hinder their ability to solve a crime or might jeopardize court action. The CIA, on
the other hand, is fearful that any information they provide to the FBI might result
in their sources and methods being revealed in court and thus compromised.
The bureaucratic and cultural obstacles to obtaining and sharing terrorist
intelligence were highlighted by the Bremer Commission, which observed that

the FBI is far less likely to disseminate terrorist information that may
not relate to an immediate threat even though this could be of immense
long-term or cumulative value to the intelligence community, in part
because investigators lack the training or time to make such assessments.
The problem is particularly pronounced with respect to information col-
lected in the FBI’s field offices in the United States, most of which never
reaches the FBI headquarters, let alone other U.S. government agencies
or departments.'?

Legal and structural factors have also hindered the free exchange of intelligence be-
tween agencies, as well as placing constraints on what type of intelligence could
be collected and who could collect it. Civil liberty laws limit the FBI’s intelligence
collection activities, and laws also prevent certain law enforcement information
(such as. grand jury or wiretap information) from being shared with other
organizations (CIA, NSA, DIA) in the intelligence community (Betts, 2001,
pp- 152-154; Carter, Deutch, & Zelikow, 1998; Deutch & Smith, 2002, p. 68). The CIA

is prohibited by law from collecting intelligence on American citizens, and it is
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not organized to work directly with state and local law enforcement agencies
(Cordesman, 2002, p. 289).

The legal and bureau-organizational tradition of separating responsibilities
on the basis of the distinction between international threats and domestic ones
is also reflected in the way the U.S. counterterrorism programs were organized
(Cordesman, 2002, p. 247)."* For example, with regard to international terror-
ism, the Department of State is the lead federal agency. The FBI, acting through
the Department of Justice, is the lead agency for dealing with domestic terrorism,
and the Federal Emergency Management Agency (FEMA) is the lead agency
for consequence management. The continued organization of U.S. counterterror-
ism policy based on this foreign/domestic bureaucratic distinction is considered
by many to be impractical and antiquated (Deutch, Kanter, & Scowcroft, 2001;
Deutch & Smith, 2002).

The lack of a coherent overall national strategy for homeland security, the
involvement of more than 40 federal agencies in U.S. counterterrorism efforts,
and the fact that terrorism prevention and response cut across a multitude of sec-
tors resulted in a lack of coordination and a fragmented policymaking process.
At the time of the terrorist attacks, counterterrorism coordination was handled
at the sub-cabinet level by the Counterterrorism Security Group (CSG), which
was chaired by the National Security Council’s top antiterror official, Richard
Clarke.” The CSG consisted of the counterterrorist heads of the CIA, FBI, Joint
Chiefs of Staff, and departments of State, Justice, and Defense (Pillar, 2001,
p- 124). The lack of a clear-cut and effective domestic decision regime (see Kegley,
1987; Sundelius, 1989) for setting priorities, centralizing intelligence collec-
tion, and coordinating policy and response clearly contributed to the failures of
9/11. Most observers agree that it will be difficult to improve coordination over
the long term unless budgetary and planing authority over the relevant involved
agencies (which was lacking in the CSG) is granted to the head of a cabinet-level
Homeland Security Agency or an empowered Director of Central Intelligence
separated from the position of CIA head (see Deutch & Smith, 2002, p. 66;
Nye, 2001, pp. 204-208).

Bureaucratic Conflict

Bureaucratic conflict can also create pathologies that lead to policy failure. Whereas
the bureaucratic politics literature has emphasized rationalistic motivations for
intragovernmental conflict (such as competition over scarce budgetary resources),
social psychological research has suggested that “social categorization,” which
is the human tendency to make “us”-versus-“them” distinctions, and “cognitive
categorization,” in which one group stereotypes and accentuates the perceived
differences of other agencies, tend to exacerbate intergroup conflict and hinder
performance in situations where “groups must cooperate to achieve larger goals”
(Kaarbo & Gruenfeld, 1998, pp. 228-229; see also Brewer & Kramer, 1985;
Jones, 1983; Monroe et al., 2000). Clearly, intragovernmental rivalries can and
do degenerate into feuds in which the animosities expressed — and the resulting
negative effects on ostensibly common goals — seem out of proportion to the
material interests at stake.

The antagonistic relationship between the Clinton administration and the
Louis J. Freeh—run FBI is a case in point. The FBI was reportedly incensed with
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the Clinton administration’s failure to lean on Saudi Arabia to provide better co-
operation in the Khobar Tower bombing investigation (Walsh, 2001). Unwilling
to disrupt the Saudi-U.S. relationship, the Clinton administration refused to
ratchet up the pressure on the Saudis. In turn, the Clinton administration was
infuriated with the FBI’s supposed lack of interest in bin Laden. The New Yorker’s
Joe Klein quoted a former Clinton official as saying, “Their standard line was
that Osama bin Laden wasn’t a serious domestic-security threat. . .. They said that
bin Laden had about two hundred guys on the ground and they had drawn a bead
on them. . . . The other problem we had with the F.B.I. was a real unwillingness
to share information. They insisted upon a ‘chain of custody’” (Klein, 2001,
p- 48; see also Wright, 2002).

As noted above, conflicting organizational priorities and interests can cause
government departments to clash over policy and refuse to cooperate with one
another. The bureaucratic struggle over how to disrupt al-Qaeda’s financial
network is a good example. Although Clinton’s national security advisor Samuel
Berger, Secretary of Defense William Cohen, and chairman of the Joint Chiefs
of Staff Gen. Henry H. Shelton all enthusiastically favored aggressive covert
action and the use of cyberwarfare against bin Laden’s and al-Qaeda’s financial
assets, the Treasury Department vehemently opposed such measures. Treasury
Secretaries Robert Rubin and Lawrence Summers were strongly opposed to this
initiative because it might undermine a nascent global norm regarding cyberattacks
on banking systems as acts of war, as well as cause damage to the stability of the
international Financial system (Gellman, 2001; Klein, 2001, p. 48). On this issue,
at least, where one sat was strongly correlated with where one stood, as predicted
by Miles’ Law (Allison & Zelikow, 1999, p. 307).

Excessive conformity and homogeneity within organizations (and working
groups) can also have debilitating effects on policymaking (Janis, 1972, 1982; see
also Steiner, 1989). Many critics have alleged that this phenomenon was to blame
for the increasingly risk-averse culture of the CIA, where like-minded officers with
the same cautious value system were promoted, the number of case officers abroad
reduced, and the emphasis on human intelligence replaced by a focus on tech-
nical intelligence. A premium was placed on avoiding embarrassments and failures
rather than taking chances and achieving intelligence successes (Baer, 2002;
Gerecht, 2001; Hersh, 2001; Powers, 2002). According to a young case officer
quoted by former CIA operative Reuel Marc Gerecht (2001), “Operations that in-
clude diarrhea as a way of life don’t happen.” These assessments suggest that these
trends resulted in a decline in the quantity and quality of human intelligence, to
the detriment of the U.S. warning and response capacity.

Crying Wolf and the Signal-to-Noise Problem

It should also be noted that heavy regular workloads and the so-called “signal-to-
noise ratio” problem are serious obstacles to recognizing and preventing terrorist
attacks and other forms of crises. Intelligence and other organizations working
in the national security field pick up warnings and threats all the time. The vast
majority of these are false or exaggerated. Many of those that turn out to be true
are vague — a threat may exist but there may be little or no information as to when
or where it will materialize. Organizations are constantly forced to balance risks
of underreaction (complacence) with those of overreaction (“crying wolf ”), both
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of which can do great damage to organizational credibility. In the summer before
9/11, the Director of Central Intelligence (DCI), George J. Tenet, responding
to a deluge of intelligence warnings that a major attack on U.S. interests by
al-Qaeda appeared imminent, issued repeated and urgent warnings that the
United States should maintain the highest anti-terrorist alert. On 7 September,
the State Department too issued a public warning, but unfortunately it focused
on the threat of terrorism against U.S. citizens abroad (De Young, 2001). Yet des-
pite this further official recognition of the threat, The Washington Post’s Barton
Gellman (2002) reported that by “late July, according to one national security
official, Tenet had delivered so many warnings with so much urgency that some
administration colleagues grew tired of hearing them.” In light of the torrent of
incoming warnings, it is not surprising that the CIA’s August 6 briefing to the
President, one based largely on past intelligence warning of possible al-Qaeda
hijackings and other methods of attack on U.S. soil (Woodward & Eggen, 2002),
failed to trigger a vigorous policy response. Although 9/11 could be seen as vindi-
cation for Tenet’s vigilance in taking the intelligence he received seriously, this
demonstrates that repeatedly responding to intelligence warnings, even credible
ones, can be tantamount to “crying wolf,” resulting in receptivity fatigue and a
lack of sensitivity to future warnings. To make matters worse, as Richard Betts
(2001, p. 159) has pointed out, even accurate warnings (in which the vigilant re-
sponse dissuades the attackers from carrying out their plans) can have the same
deleterious effect on credibility as false alarms.

Thus, although attacks by al-Qaeda were anticipated, the targets and the
specific means were not. The difficulty of sorting through the “noise” — the sea
of incorrect information and false warnings — may have dulled response to the
crucial signals that were available before the attacks. According to early reports,
these included the following: high-level warnings supposedly provided to U.S.
intelligence by France, an internal FBI memo urging vigorous investigation of
multiple reports of suspicions that Middle Eastern men were seeking flight train-
ing in the United States for dubious purposes, warnings from a Minneapolis flight
academy that one of its students, Zacarias Moussaoui, had exhibited suspicious
behavior that suggested he might intend to use his training for a hijacking, and
Abu Zubeida’s confessed plan to carry out a suicide bombing of the American
Embassy in Paris. Yet it is likely that some of the crucial pieces of the warning
jigsaw puzzle were obscured by the many less important or irrelevant ones strewn
around the intelligence landscape (De Young, 2001; Eggen, 2002; Risen, 2002).

Standard Operating Procedures

Ironically, the same standard operating procedures that ensure predictability
and uniformity of service, and provide a basis for operations in vast and complex
environments, can be a liability in a situation of strategic conflict (see Arreguin-
Toft, 2001, pp. 95, 104-108). On 9/11 the terrorists successfully exploited or-
ganizational standard operating procedures (SOPs) to achieve their purposes.
On the basis of past experience and assuming that most hijackers wish to survive,
U.S. airlines had instructed their pilots to cooperate with skyjackers and let law
enforcement take over once the plane is on the ground (Easterbrook, 2001,
pp- 176-177; Hersh, 2001, pp. 34-35). Knowing that the pilots are trained to ac-
quiesce, the terrorists may well have gained control simply through the threat of



parker and stern m origins of strategic surprise 153

violence. Gregg Easterbrook (2001, p. 177) reported that on one of the flights, air
traffic controllers could hear one of the terrorists say something along the lines
of “Don’t do anything stupid and you won’t get hurt.” SOPs are based on past
experience and expectation. Aboard United Airlines flight 93, several passengers
were alerted to what had happened in New York and, according to the prevailing
hypothesis, a number of passengers then attempted to retake the aircraft from
the terrorists and prevented it from reaching its intended target. The terrorists’
knowledge of the airline security systems’ SOPs allowed them to successfully
smuggle knives and box cutters onto the planes undetected. The relatively lax
security on domestic flights, and the failure to reinforce cockpit doors or teach
U.S. pilots never to open them (as Israel’s EI Al pilots are trained), also contributed
to the outcomes of 9/11.

The inability of the North American Aerospace Defense Command (NORAD)
to respond to the hijackings is another illustration of the relationship among
expectations, SOPs, and the failures of 9/11. Although NORAD had practiced
scenarios where they responded to hijacked aircraft entering U.S. airspace from
abroad, they had never practiced one where a hijacked plane originating from
Boston would be used as a guided missile aimed at a target in New York City.
In fact, NORAD reportedly lacked a direct and secure telephone line to the FAA
(Nye, 2001, p. 202).

As the typical post-crisis “blame game” heats up in the wake of the attacks,
the bureaucracy provides a large and convenient target for political actors. For
example, on 19 September 2001, CNN Online quoted Sen. Richard Shelby
(R-Ala.), a member of the Senate Intelligence Committee, as attributing this
“massive failure” of the U.S. intelligence community to “too many bureaucratic fail-
ures, not enough coordination between the agencies.” Still, bureaucratic patho-
logies are only one part of the story of the surprise.

Agenda-Political Factors

"This section draws on the insights from the agenda-setting literature and the wave
of recent scholarship focusing on security and threat politics (Buzan, Waver, &
De Wilde, 1998; Eriksson, 2001; Kingdon, 1995; Sabatier, 1999; Stern, 1999b).
The work on security politics has concentrated on trying to understand why some
security issues and threat images at any given time are accorded a high degree of
“societal salience” and thus rise above the increasingly dense thicket of competing
threats and risks. Why do some issues capture a privileged place at the top of
the political and policy agenda, whereas others languish in relative obscurity and
neglect (Eriksson, 2001; Kingdon, 1995; True, Jones, & Baumgartner, 1999)?
This literature is also helpful in addressing the closely related question of under
what circumstances, and to what extent, recognition of a given threat leads to
meaningful policy change and/or organizational reform.

The so-called “Copenhagen school” of security studies has developed a theory
of “securitization” that examines how issues are framed and dramatized as security
threats worthy of being treated “through extraordinary means” (Buzan etal., 1998,
p- 23).'% A similar focus can be found in agenda-setting theory and threat politics
approaches. Kingdon, for example, concentrated on the process of “problem
definition” and “categorization.” According to Kingdon (1995), if a condition is
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designated as a “problem” it is more likely to be elevated onto the agenda and in-
spire the belief that change is needed (p. 198). Studies on threat politics examine
the struggle between advocates of competing problem frames over what issues
should take on “societal salience” as the most important (Eriksson, 2001, pp. 4-5;
Garrison, 2001; Sabatier, 1999).

Security politics can be said to be about the definition of existential threats and
the policy measures enacted to safeguard against them (see Buzan et al., 1998).
Whether an issue achieves prominence and is acted upon depends to a large
extent on the amount of attention that bureaucrats, politicians, the media, the
public, academia, and pressure groups devote to it and whether they are able to
successfully draw attention to it. Thus, it is of great importance to ask who is en-
gaged in the process of issue definition and agenda setting and to what extent (and
why) their advocacy has an impact on policy, especially when it comes to spurring
or failing to spur major policy shifts. Whether it is agenda-setting theory’s “policy
entrepreneur” leaping through “policy windows” (Kingdon, 1995), the securitizing
actor in securitization theory (Buzan et al., 1998), or the framing actor of threat
politics (Eriksson, 2001), there is a strong emphasis on agency and advocacy and
the circumstances under which their actions have a policy impact.

The agenda-politics perspective points to three main sources to explain
policy failure and unpreparedness: overcrowded agendas, the failure of key actors
to place issues high enough on the agenda to be acted on adequately, and com-
peting priorities.

Overcrowded Agendas

An uncomfortable fact of life is that the political and policy agendas are chronically
overcrowded. A wide variety of domestic, regional, and international issues com-
pete for the limited attention of policymakers, the political “opposition, the mass
media, and citizens. Just as in the world of fashion, particular issues — much like
pointy shoes or bell-bottom jeans — go in and out of vogue (see Gladwell, 2000;
Kingdon, 1995). In the wake of a major terrorist incident in a country with which
one can easily identify (relatively little attention was paid to the bombings in
Moscow in recent years, for example), terrorism can become an “in” topic for
political actors and observers. After periods of time without a major incident at
home or in the emotionally near abroad, interest tends to wane. For those who
are swimming against such issue tides, a critical event becomes an opportunity to
dramatize the issue and to build political and public support for action (Keeler,
1993; Kingdon, 1995). In retrospect, it is clear that despite the attacks in recent
years on U.S. interests in the Middle East and Africa, the tide of political interest
in anti-terrorism was not particularly favorable. The Clinton administration
did make some attempts to dramatize the risks posed by critical infrastructure
vulnerability and weapons of mass destruction (which policymakers recognized
could be wielded by terrorists as well as states). The Bush administration too
recognized the potential threat of terrorism and charged Vice President Cheney
with coordinating the effort. However, there was little interest in beefing up
domestic and international security arrangements, and it was hoped that making
threats, efforts to bring perpetrators to justice, and relative symbolic reprisals
(such as occasional bombing raids and the cruise missile attacks against targets in
Afghanistan and Sudan) would suffice to deter future terrorist attacks.
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The open literature suggests that relatively little was done to improve the
capacity of U.S. intelligence agencies to monitor terrorist networks at home
and abroad. This was partly because the kind of medicine then (and now) being
suggested to cope with the risk of terrorism was hard for Americans to swallow.
Most people, understandably, have been reluctant to make compromises regarding
civil liberties, to place ground troops at risk, to play the “dirty” and dangerous
games of international espionage, to contemplate repealing the bans on the use
of assassination as a tool of national security policy, etc. Richard Betts (1998) has
recently reminded us that civil defense measures tend to be “unpopular: they re-
mind people that their vulnerability to mass destruction is not a bad dream, not
something that strategic schemes for deterrence, preemption, or interception are
sure to solve.” In a similar vein, John Prados (2002) argued that a key factor was
the lack of “public interest in programs aimed at countering terrorism” (p. 3). As
Arnold Meltsner (1990) pointed out some years ago in his treatise Rules for Rulers,
neither rulers nor their advisers are particularly keen to focus on problems without
easy solution, unless they absolutely have to. Terrorism (domestic and inter-
national) is just such a problem, and political elites in the United States (and many
other countries) have chronically avoided it.

Framing Failures

As we discussed above, the process by which an issue is perceived as a security
threat, worthy of being placed on the agenda, and (most important) worth acting
on is largely dependent on key “policy entrepreneurs” or actors. George Tenet,
who held the post of DCI under both the Clinton and Bush administrations
and who has long recognized the threat of bin Laden and terrorism in general,
serves as an interesting case illustration. There is a wealth of evidence that Tenet
made numerous “securitizing moves” — testimony to Congress, briefings to the
president, repeated warnings — to illuminate the depths of this threat and to urge
lawmakers and both Presidents Clinton and Bush to confront it. Yet he was only
partially successful at best.!”” Why?

One of the key determinants of a DCI’s leverage is access to the president
(Meltsner, 1990, pp. 55-64; Smith, 1988). Tenet reportedly has enjoyed great
access to President Bush, for example, personally delivering the president’s daily
brief (Powers, 2002). Yet (as discussed below) while this helped put the threat of
terrorism on Bush’s agenda, it was still very much overshadowed by other prior-
ities. Tenet has also been diligent in communicating the threat of terrorism to
Congress. Seymour Hersh (2001, p. 39) quoted one Democrat as saying, “Tenet’s
been briefing about bin Laden for years, but we weren’t organized to consider
what are threats to the United States. We’re chasing whatever the hell is in the
news at the moment.”

Tenet and others who sought to mobilize a greater effort in responding to
terrorism faced an uphill battle in the Clinton administration too. For example,
Fareed Zakaria reported that during the Clinton administration the CIA asked
the National Security Council to rank a number of threats in order to help the
CIA determine how it would allocate its resources and effort. China, Iran, and
Iraq were all ranked 1, but terrorism was ranked 3 (Zakaria, 2002). Thus, Tenet
was a successful policy entrepreneur to the extent of putting counterterror-
ism efforts on the agenda, but his policy achievements were only partial, and he
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(and like-minded officials elsewhere in the government) failed in their attempts to
place and maintain the issue at the highest echelon of security politics. The ques-
tion of why that was the case brings us to the crucial issue of competing priorities.

Political Priorities

While campaigning for president and upon entering office, the centerpiece of
George W. Bush’s security policy was the pursuit of a ballistic missile defense sys-
tem and scrapping the ABM treaty.'® His other main security initiative was a
comprehensive review of U.S. security policy. In February 2001 he ordered the
Pentagon to conduct a top-to-bottom review of U.S. military strategy, force struc-
ture, missions, and weapons. Terrorism, which was not emphasized as an election
issue by either Al Gore or George W. Bush, did not receive a particularly
prominent place in presidential rhetoric or policy once Bush assumed office.
To the extent that the Bush team was focused on terrorism and homeland
defense, the focus was primarily on the threat of chemical, biological, or nuclear
weapons being used against the United States. On 8 May 2001, citing the risk
of weapons of mass destruction (WMD) being used in the United States and the
lack of a coordinated national effort to protect against this threat, Bush appointed
Vice President Cheney to rectify this deficiency. He also called for FEMA to
create an Office of National Preparedness for terrorism to implement the results
from Cheney’s work. Bush even stated he would “periodically chair a meeting
of the National Security Council to review these efforts.”'® As The Washington
Post’s Barton Gellman reported, “Neither Cheney’s review nor Bush’s took place”
(Gellman, 2001).

It would be inaccurate and unfair to say the Bush administration was not pay-
ing attention to terrorism. It should also be noted that the policy to fight terrorism,
like almost every other aspect of U.S. security, first underwent a time-consuming
organized strategy review. By 4 September, this effort, which reportedly had
formulated a strategy of phased escalation designed to eliminate al-Qaeda, was
taken up by cabinet-rank policymakers (Gellman, 2001). Nonetheless, there was a
clear lack of urgency, attention, and precedence given to the issue of terrorism.
Outside of DCI Tenet, a holdover from the Clinton administration, terrorism was
not a top priority among Bush’s top policy advisors. The Bush administration also
retained Richard Clarke, who was the National Security Council’s top antiterror
official from the Clinton administration. However, outside of Clarke’s chronically
isolated Counterterrorisrn Strategy Group, interest in the issue was lukewarm
(Wright, 2002).

To the extent that the federal government was focusing on counterterror-
ism and response, it heavily (some have argued disproportionately) focused on
WMD threats such as biological and chemical weapons (Prados, 2002, p. 17). The
Washington Post reported that of the “201 federal planning exercises conducted in
the late 1990s, two-thirds were aimed at defending the public against biological
and chemical attacks . . . even as multiple studies concluded that bombings,
hijackings and other low-tech missions were far more likely” (Warrick & Stephens,
2001). In fact, one expert panel commissioned by the Pentagon actually fretted
about airplanes being used to bomb national landmarks. This scenario was not
made public, in part to avoid giving terrorists ideas. Unfortunately, no other action
was inspired by the report.
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Bush’s budget also suggests the lack of precedence for counterterrorism. Bush’s
first budget provided an increase of just $1.6 billion from the $12 billion that had
been spent the previous fiscal year on counterterrorist programs spread across
40 departments and agencies. He also proposed to cut FEMA’s budget by $200 mil-
lion and save money on the Nunn-Lugar programs designed to protect against
loose nukes by securing fissile material in the former Soviet Union. For example,
when the Senate Armed Services Committee attempted to find more money to
combat terrorism by diverting $600 million from ballistic missile defense, Defense
Secretary Rumsfeld warned he would recommend a veto (Gellman, 2002).

Why was counterterrorism not a greater priority in the early (pre-9/11) days
of the Bush administration? Clearly, even if an issue is formally acknowledged as
a problem and placed on the government’s agenda, it can fade from view if other
issues crowd it out of the administration’s spotlight. Attention tends to be fleeting
in Washington (Kingdon, 1995, p. 198). The wave of terrorism that had inspired
the existing counterterrorism programs happened on Clinton’s watch. Bush’s mind
was evidently on other matters before 9/11. The evidence suggests that Bush’s at-
tention was very much focused on the issue of missile defense and his domestic
agenda (Bruni, 2002). Thus, although the U.S. government and its policymakers
had received many wake-up calls regarding the threat of catastrophic terrorism
targeting the U.S. homeland, relatively few stayed very vigilant for very long.

Conclusions

The strategic surprise literature has traditionally focused on interstate threats
and conflicts. Here, we deployed the conceptual battery from that literature to a
case of attacks perpetrated by non-state actors on a superpowered adversary. Our
experience suggests that this extension was relatively unproblematic. In a sharp
critique of the previous work in this area, Vertzberger (1990, p. 17) found that
preoccupation with the type of surprise (military vs. diplomatic) merely distracted
attention from the fundamental problems of information processing and politico-
organizational action — the problems that make the difference between vigilant
and negligent response to threat. We must agree and add our support to his call
for a more generic and generalizing approach that can encompass a variety of
types of surprise/non-surprise and can be applied to analysis of cases involving dif-
ferent types of adversaries.

Taken together, the psychological, bureau-organizational, and agenda-political
approaches explored here shed considerable light on the interlocking sources
of failure in policy, intelligence, warning, response, and preparedness that left
the United States vulnerable to the surprise terror attacks of 9/11. Rather than
providing competing interpretations, the three cuts performed should be seen as
complementary, as all three help to explain the broad pattern of individual and
collective problem avoidance and policy failure documented above.

The three analytical cuts reveal that to the extent that the United States was
surprised on 9/11, it was due in large measure to a number of interrelated psycho-
political processes that produced a pattern of denial and distraction. Psychological
factors contributed to the overvaluation, overconfidence, insensitivity to criticism,
and wishful thinking regarding existing U.S. policies and practices. Bureau-
organizational arrangements, dynamics, and procedures produced a fragmented
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organizational structure, a lack of adequate cooperation and coordination, and
standard practices that left the U.S. homeland vulnerable to terrorists eager and
able to exploit these opportunities. Finally, the lack of an adequate counter-
terrorism and homeland defense policy should be seen as the result of an
overcrowded policymaking agenda, threat-framing failures by key actors, and
medium-low prioritization by several successive presidential administrations. As a
result, the U.S. government failed to develop the strategy, policies, or capabilities
needed to confront catastrophic terrorism (see Carter, 2001-02, pp. 22-23).
Acute failures or disasters often provide policymakers with the urgency, con-
centration, and resources to, if not fix the root causes that led to the failures,
address them in a more comprehensive and dramatic fashion (Stern, 1997).
America’s newfound focus on counterterrorism and homeland security is a case
in point. President Bush’s 29 January 2002 State of the Union speech and sub-
sequent budget proposals have left no doubt that he has placed the mission to
protect the U.S. homeland and fight terrorism at the very top of his policy agenda.
However, we would like to sound a note of caution. Although measures such as
the Homeland Security Office, the 2001 Transportation and Aviation Security
Act, and the U.S.A. Patriot Act were intended to address a number of problems
recounted above, many sources of failure suggested by our analysis have yet to be
(and some deriving directly from human and organizational frailties may never
be) meaningfully addressed. Furthermore, the understandable sense of satisfaction
regarding the early success of the military campaign in Afghanistan, the high levels
of public support enjoyed by the administration, and short attention spans (of
the media, public, and politicians) could see policymakers fall victim to some of the
very pathologies — overvaluation, overconfidence, insensitivity to criticism, and
wishful thinking — that contributed to the horrors of 9/11 in the first place. It is
interesting to observe that rather than dramatically altering his priorities, such
as missile defense and domestic tax cuts, Bush has simply added counterterrorism
and homeland security to them. Moreover, there is a risk that attempts to redress
the deficiencies unveiled by 9/11 will result in too much energy being expended in
“fighting the last war.” As a number of commentators (see, e.g., Betts, 2001, p. 155;
Bracken, 2001, pp. 181-184; Kam, 1988) have warned, hasty wholesale reforms
often create new problems while failing to adequately redress past deficiencies.
For the most part, the strategic surprise literature, while holding out the pro-
spect of achieving significant improvements, is not sanguine about the possibility
of eradicating future surprise attacks. The inherent difficulties in achieving ad-
equate warning and response have led many strategic surprise scholars to paint a
pessimistic picture of the prospects of reforming and reorganizing the problem
away (see Betts, 1980-81, 2001; Handel, 1980; Kam, 1988; Vertzberger, 1990;
Wohlstetter, 1962). Although there are exceptions — such as Levite (1987), who
was somewhat more optimistic regarding the possibility of acquiring excellent
warning that policymakers act on — Kam’s (1988, p. 232) fatalistic view that “suc-
cessful surprise attacks are the general rule while their prevention is the exception”
is not atypical. Like Kam, Betts (2001) allowed that the intelligence system can
be improved and that some of the problems that lead to failure can be fixed, but
warned that “some can never be eliminated, with the result being that future
unpleasant surprises are a certainty” (p. 160). The special difficulties associated
with detecting and responding to planned terrorist attacks (as opposed to more
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conventional military operations mounted by states) exacerbate an already dif-
ficult problem (Prados, 2002, pp. 15-20).

On the basis of our review of the strategic surprise literature coupled with our
examination of the failures of 9/11, we feel that there are reasons for both opti-
mism and pessimism. Although we want to be very circumspect in our conclusions,
we believe that the increased policy attention and focus on catastrophic terrorism
could potentially lead to the development of improved governmental capabilities
and policies that, when combined with better interagency coordination and
cooperation, would drastically reduce the U.S. homeland’s vulnerability to attack
and strengthen the government’s capacity to respond. As a number of contributions
from the strategic surprise genre point out, lowering the warning threshold -
although it entails high costs and results in more false alarms — can increase response
and in fact may deter the enemy by sending a strong signal that the chances of
success are slim (Kam, 1988, p. 233). Although the intelligence system was not
able to produce “credible, conclusive” and specific warning (see Levite, 1987) of the
threat to the Pentagon and the World Trade Center, our analysis suggests that
the more significant failure was in the sluggish response to the many generalized
warnings regarding the key threat and major societal vulnerabilities.

Our examination of the failures that contributed to 9/11 uncovered no single
“smoking gun” problem (see Snook, 2000) that allowed the attacks to succeed.
But we were able to point to a number of these general warnings and reform pro-
posals that, had they been followed up more vigorously, would have greatly
reduced the terrorists’ chances of success. It will be provocative to some that so
many of the contributing factors and phenomena we have identified are so banal
and typical of human governance in our time. Denial, organizational complex-
ity and conflict, overcrowded agendas, and distracted political leaders are everyday
facts of life. Given the magnitude of the tragedy of 9/11, it is tempting to look for
causes of failure that are equally dramatic. Ironically, the extraordinary disaster of
9/11 may well have been a “normal” failure (see Perrow, 1999; Sagan, 1993) of a
highly complex and tightly coupled system of people and organizations depend-
ent on an unbroken chain of intelligence, warning, and response to cope with an
almost unlimited expanse of vulnerability. Our empirical analysis supports the
contention that a contextually sensitive approach that takes domestic political
commitments and constellations into account is crucial to understanding this
kind of phenomenon (see Farnham, 1997; Geva & Mintz, 1997; see also George,
1997, 1980). The agenda-setting/security politics literature, which inspired our
third cut, provided an indispensable piece of our puzzle.

Finally, in addition to improving our understanding of the failures that con-
tributed to 9/11, we hope that our inquiry suggests an agenda for future research.
Although we drew on a wide range of empirical material, we are fully aware of our
heavy dependence on secondary sources. As Levite (1987) has warned, this can lead
to a fragmentary picture of what happened and to distorted interpretations. As the
record gradually becomes more complete, we look forward to reexamining our
preliminary interpretations, and we invite our colleagues to help us in doing so.

In the immediate aftermath of the attacks, there was little appetite in most
quarters for an independent board of inquiry to systematically investigate what
went wrong. As time passes and the “rally ’round the flag” effect gives way to
the “blame game,” leaders, journalists, and citizens alike will demand to know
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more about why the United States did not foresee and do more to forestall 9/11.
On 27 September 2001, just over 2 weeks after the attacks, U.S. Sen. Robert Torricelli
(D-N.].) called for a board of inquiry patterned after the post—Pear] Harbor Board
of Inquiry into what he termed a “stunning failure” of U.S. intelligence. As he
suggested, the purpose of such an inquiry should be to determine “what went
wrong so we can prevent it from happening again.”” This is clearly the right way
to approach the problem, although the obstacles noted above should make us
humble about the prospects of eliminating dangerous surprises. Similarly, we
should be aware of the limitations of even the best boards of inquiry and recogn-
ize that scholars must follow in the wake of the official inquiries and contribute
to the learning process. The board of inquiry into the Pearl Harbor Fiasco was
the beginning — not the end — of the struggle of policymakers and analysts to
understand how such a traumatic event could come to pass (e.g., Janis, 1982;
Levite, 1987; Wohlstetter, 1962). As we complete this article, we are pleased to
note that this official inquiry process is finally under way. In February 2002, the
House and Senate intelligence committees announced that they would conduct a
joint investigation of the intelligence failures that led to 9/11. Although this in-
quiry is a useful first step, because of its narrow focus it should be followed up by
a broader investigation conducted by an independent commission that includes
the role of all the relevant agencies, the Congress, and the executive branch in its
examination of what went wrong.

The World Trade Center and Pentagon attacks are the latest in a long line of
unpleasant “surprises” experienced by the U.S. government in the pursuit of its
domestic and foreign policies. We can be sure that they will not be the last. Wise,
vigorous, and alert leadership combined with effective intelligence gathering and
national security policymaking processes can help countries like the United States
ensure that really devastating surprises are few and far between.?!

Armed with usable knowledge about the surprises (and non-surprises) of the
past, leaders and security policymaking institutions in many countries can be better
equipped to detect and deal with the threats of today and tomorrow. In 1999,
a European network of researchers and policymakers united to launch a Euro-
pean Crisis Management Academy to promote the development and exchange
of knowledge and experience in this vital area.”” Hundreds of scholars, non-
governmental organizations, and government officials from nearly 20 nations —
from transitional and established democracies alike — are already participating.
However, 9/11 clearly demonstrates that regionally based partnerships will not
suffice. In the future, Europeans must collaborate even more intensively with North
Americans, Asians, Africans, Australians, and others to create a common know-
ledge base as a resource for building a safer future.

Clearly, the “it can’t happen here” syndrome is a major obstacle to preventing,
learning from, and properly preparing for crises. If we recognize and accept that
our societies are threatened, steps can be taken to do something about it. Un-
fortunately, as the late Aaron Wildavsky (1988) reluctantly concluded in his book
Searching for Safety, not all crises are preventable.?? The way of life embraced in
liberal, democratic, urbanized societies like the United States implies vulnerabil-
ity. Society must be robust and resilient enough to bounce back from crises and
prepared enough to minimize the damage when devastating events occur. This
entails cultivating a willingness to overcome the psychological, organizational,
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and political denial and overload mechanisms identified above, to think the un-
thinkable, and to act on those disturbing thoughts. Preparing for the challenges
of the future requires systematic efforts to study and learn from the cases that
surprise us (and those that do not), from the crises that are managed well (and
those that are not). We must wring every drop of usable knowledge from our
own experiences and those of our neighbors around the world. Make no mistake:
This is a matter of life and death not only for the United States, but for every
open society.
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Notes

1. See, for example, Prados (2002). For an illustrative (if somewhat FBI-centric and personalized)
account of the U.S. government’s investigation of al-Qaeda’s activities, see Wright (2002).

2. For a sober and prescient analysis of the threat of mega-terrorism and some sensible
suggestions for coping with it, see Carter et al. (1998). See also Lake (2001) and the various
reports of the U.S. Commission on National Security—21st Century (www.nssg.gov).

3. Examples of previous cases of strategic surprise include Pearl Harbor (December 1941), the
German attack against the Soviet Union (Operation Barbarossa, June 1941), China’s attack
on India (October 1962), the Yom Kippur War (October 1973), and Argentina’s invasion of
the Falkland Islands (April 1982).

4. ‘Terrorism can be defined as premeditated violence directed at civilians in the pursuit of spe-
cific political, religious, or social objectives. See, among others, Hoffman (1998), pp. 13-44;
Pillar (2001), pp. 12-18; and J. Stern (1999), pp. 11-19. For analysis of al-Qaeda and bin
Laden’s aims and the source of their animus toward the United States, see Amanat (2001),
Berger and Sutphen (2001), and Doran (2001).

5. A closely related literature examines relatively unexpected deleterious changes in the se-
curity environment, such as attacks on allies or clients (e.g., South Korea or Kuwait) or the
fall of friendly governments (e.g., the Shah of Iran). See, for example, David (1993), George
(1993), and Paige (1968).

6. Extensive research has shown that people often use simple strategies of inference to help
them cope with the complexities of modern life. Among these are the use of historical
analogies and metaphors (e.g., falling dominoes as a metaphor for the spread of communism
in Southeast Asia). For example, 9/11 has been compared to the Japanese surprise attack on
Pearl Harbor in 1941; to the previous attacks on the World Trade Center (1993) and the
federal building in Oklahoma City (1995); and to the recent terrorist attacks on U.S. assets in
Kenya, Tanzania, and Yemen. Ironically, these historical precedents (which are now being used
as points of reference for interpreting the current events) are receiving much more attention
now than during the year or so preceding 9/11. Thus, although these analogies were clearly
in the repertoire of individual and collective experience, most government leaders, media
commentators, and citizens did not focus on them. One reason for this is that the common
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10.

11.

12.

13.

14.

15.

16.

stock of historical analogies is very large, so these apparently did not stand out as vividly
in the pre-attack situation as they do in retrospect. For a useful summary of the cognitive
approach emphasizing the role of historical analogies in foreign policy making, see Khong
(1992). See also Houghton (2001).

The final report of the White House Commission on Aviation Safety and Security was
released on 12 February 1997 (http://cas.faa.gov/reports/Whc97rpt.htm).

Several of these cases can be construed as intelligence failures. For example, the CIA was
reportedly given specific warning of the plots against the African embassies nearly a year
before the attacks by an al-Qaeda member (Wright, 2002, p. 6 of the online version).
Thus, the exemplary detective work after the fact may well have been preceded by a major
warning-response failure.

The Gilmore Commission, also known as the Advisory Panel to Assess Domestic Response
Capabilities for Terrorism Involving Weapons of Mass Destruction, released two reports:
Assessing the Threat (15 December 1999, www.rand.org/nsrd/terrpanel/terror.pdf) and
Toward a National Strategy for Combating Terrorism (15 December 2000, www.rand.org/
nsrd/terrpanel/terror2.pdf). The Bremer Commission, officially known as the National
Commission on Terrorism, released its report, Countering the Changing Threat of International
Terrorism, on 7 June 2000 (http://w3.access.gpo.gov/nct/index.html). The Hart-Rudman
Commission refers to the U.S. Commission on National Security 21st Century (see note 2).
For a further accounting and evaluation of U.S. readiness for a domestic terrorist attack,
see Carter (2001-02), Cordesman (2002), Falkenrath (2001), Nye (2001), Pillar (2001),
and Prados (2002).

For analyses of the potentially insidious effects of group dynamics on policymaking, see
Janis (1982), Kowert (2002), ‘t Hart (1994), and ‘t Hart, Stern, and Sundelius (1997).

See, for example, the public opinion survey conducted by the Pew Research Center’s
Global Altitudes Project, which showed that opinion leaders outside of the United States
saw U.S. policies around the world as a major reason for the terrorist atlacks, in contrast to
the view of Americans polled (19 December 2001, www.people-press.org/reports/display.
php3?ReportID=145). A Gallup poll conducted with residents of nine Muslim countries
after 9/11 found that 53% of the people questioned had unfavorable opinions of the United
States while only 22% had a favorable opinion (26 February 2002, www.cnn.com/2002/
US/02/26/gallup.muslims/index.html).

In the words of the commission (http://cas.faa.gov/reports/Whc97rpt.htm), the “FBI,
CIA, and BATF should evaluate and expand the research into known terrorists, hijackers,
and bombers needed to develop the best possible profiling system. They should keep in
mind that such a profile would be most useful to the airlines if it could be matched against
automated passenger information which the airlines maintain.” Also, “the FBI and CIA
should develop a system that would allow important intelligence information on known or
suspected terrorists to be used in passenger profiling without compromising the integrity
of the intelligence or its sources.”

National Commission on Terrorism, Countering the Changing Threat of International Ter-
rorism, 7 June 2000, pp. 15-16 (http://w3.access.gpo.gov/net/index.html). The FBI failure
to act on a memo from Phoenix field office to examine flight schools around the nation
for potential terrorists and the botched handling of the Zacarias Moussaoui case are good
examples of the problems pointed out by the commission (Eggen, 2002; Rissen, 2002).
The key principles of U.S. counterterrorism policy were established by Vice President
George H. W. Bush’s 1985 Terrorism Commission (Public Report of the Vice President’s
Task Force on Combating Terrorism, U.S. Government Printing Office, Washington,
DC, February 1986). Under the Clinton administration, the current federal policy was
elaborated and laid out primarily in Presidential Decision Directive 39 (PDD-39), U.S.
Policy on Counterterrorism (21 June 1995). An unclassified summary can be found at www.
fas.org/irp/offdocs/pdd39.htm.

PDD-62 (22 May 1998) established the Office of the National Coordinator for Security,
Infrastructure Protection and Counter-Terrorism; a fact sheet on PDD-62 is available at
www.fas.org/irp/offdocs/pdd-62.htm.

In contrast to the position taken by the Copenhagen school, security threats can be
successfully framed without legitimating extreme measures (militarizing the issue or
sanctioning the use of violence) (Eriksson, 2001).
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17. Many improvements in counterterrorism have been achieved since the mid-1990s, including
the 1996 Antiterrorism Act, the Nunn-Lugar-Domenici legislation, and a 50% increase in
counterterrorist spending from 1996 to 2001. In addition, the budget of Lhe federal WMD
program grew from virtually nothing in 1995 to $1.5 billion in fiscal year 2000, and the
CIA’s Counter-Terrorism Center was strengthened.

18. A good example of Bush’s focus on moving “beyond the constraints of the 30 year old ABM
Treaty” and his intention to deploy “effective missile defenses” can be found in a speech
delivered at the National Defense University, 1 May 2001 (www.whitehouse.gov/news/
releases/2001/05/20010501-10.html).

19. Statement by the President: Domestic Preparedness Against Weapons of Mass Destruction,
8 May 2001 (www.whitehouse.gov/news/releases/2001/05/20010508.html).

20. CNN Online, 27 September 2001, and R. Torricelli, “Fora ‘Pear] Harbor’ Inquiry,”
Washington Post, 17 February 2002, p. B7.

21. On the role of leadership, see also Hermann and Hagan (1998).

22. For information about the European Crisis Management Academy, see the ECMA homepage
(www.ecm-academy.nl). See also Stern and Sundelius (2002).

23. On the need for societal resilience, see Wildavsky (1988).
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Introduction

of profound uncertainty and urgent challenges to the problem-solving

capacities of the socio-political order in which they occur —is that they are
all unique. Of course at one level this is true. Each disaster has its own physical
characteristics, each escalated conflict its own history, each corporate breakdown
its own scenario. Yet if one goes beyond the specifics of time, place, method and
scale, or if one looks not at the physical events but at the challenges to communities
and policy-makers these events entail, crises lose their sense of uniqueness.

Moreover, crises are linked through time. When faced with the uncertainty
and confusion that marks a crisis, people will search their memories and their
knowledge base for situations that can at least give some clue as to what is going
on. Policy-makers and organizations dealing with crisis draw upon some of these
past experiences, however ‘unique’ the current predicament may seem, to find clues
about what to do and what to avoid. In that sense, they govern by looking back.

The use of memory in governance and crisis management may happen in dif-
ferent ways and serve various purposes. Most scholars focus on two aspects. One
concerns learning iz crises — the use of historical analogies during crisis decision-
making (May 1973; Hybel 1990; Breslauer and Tetlock 1991; Khong 1992; Bennett
1999; Houghton 2001). ‘Cognitive’ interpretations tell us that policy-makers
draw upon the past to grasp their situations and discover and weigh their policy
options. Policy-makers thus try to learn from the past, even if they do so badly
(Neustadt and May 1986). ‘Political’ explanations hold that policy-makers use the
past opportunistically, that is, to mobilize support for choices they have already
made on other grounds (cf. March and Olsen 1975; Levitt and March 1988).
Policy-makers invoke history to sell policies rather than to discover them.

The other issue discussed in the literature deals with learning from crises — the
extent to which crises provide opportunities for policy-oriented learning (Sabatier
and Jenkins-Smith 1993; Levy 1994; Stern 1997). Optimists portray crises as
learning opportunities. Crises profoundly shake those who experience them first
hand, and send warning signals to people and organizations in similar settings.
In this view, crises have a self-denying propensity: their very unacceptability
motivates actors to prevent their recurrence (Mannarelli, Roberts and Bea 1996).
Ideally, organizations in high-risk environments learn from incidents and crises
to develop a self-monitoring, resilient ‘safety culture’ (Pidgeon 1997). Crises can
have a catalytic effect, making people concentrate their attention and redefine

S common misunderstanding about crises — understood here as epochs
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the issues at hand (Blight 1990; Stern 1997). Pessimists are less sanguine about
policy-makers’ ability, and indeed their willingness, to critically evaluate their
past performance during such intensely political episodes (Staw, Sandelands and
Dutton 1981; Etheredge 1985; Sagan 1993). They will be motivated to exaggerate
their successes, and thus ‘over-learn’ from them into the future (Rosenthal and
‘t Hart 1989), and to obfuscate or explain away their failures, and thus ‘under-
learn’ from them (Bovens and ‘t Hart 1996; cf. Hacker 2001).

In this article we seek to develop a conceptual framework that extends exist-
ing approaches. It aims to provide a richer, subtler picture of the links between
the past and present in crisis management practices. We first present a concise
conceptual framework. We use this to present two explorative case studies of gov-
ernmental crisis management where historical analogies were important yet
problematic influences on policy-makers. It should be noted here that the two cases
were selected purely for illustrative purposes: we knew from prior research that
they provided rich evidence of decision-makers drawing on history in managing
a current crisis. The comparison is mainly with a view to theoretical exploration,
not empirical generalization. The cases are reported and accounted for more fully
in: Bynander (1998a, b, 2002, 2003) and S. Larsson and Lundgren (2001, 2003).
We subsequently compare the case findings to induce additional concepts and
hypotheses about the roles of historical analogies in public policy-making.

Coping with Crisis by Searching the Past

Crises conjure up memories and invite historical comparisons. Because of the high
stakes and pressures involved, they are times that will be remembered (Caruth
1995). Crises are also characterized by pervasive uncertainty about what is going
on and what is still to come. Often gaps in the knowledge and understanding that
policy-makers and other crisis actors require in order to know what to do cannot be
filled quickly enough by conventional intelligence gathering and expert advice.
Policy-makers therefore use shortcuts in getting a grip on what is happening.
Among these shortcuts are a resort to personal experience, educated guesses by
key associates and advisers, readily available precedents embedded in institutional
memory and official contingency planning (standard operating procedures —
SOPs), and storylines developed in mass media accounts of the events. All of these
mechanisms make reference to the past, whether the personal or the shared, the
recent or the distant, the community’s own or some other people’s past.

The past here refers to the gamut of events that have occurred before the ‘now’
in which crisis actors find themselves. Understood in this way, the past is like a
giant database. Parts of the past settle in memory, which we define as individual
and collective recollections of the past. Memory needs to be distinguished from
the notion of history, which we use to denote particular versions of the recorded
past, that is, segments from the remembered past that have been melted into an
authoritative story about the past (Butler 1989; Foote 1990). Moving cognitively
from past to memory to history involves processes of reduction and interpretation,
both semi-spontaneous and organized ones. As a consequence, only parts of the
past are remembered and memory may be at odds with history (Smith 2001). For
some parts of the past, a dominant storyline emerges and evolves over time. Others
remain unsettled, continuously subject to historical revisions and controversies
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(Schudson 1992) or are ‘forgotten’ by history-makers (that is, power-holders,
professional historians, journalists, film makers; see also Middleton and Edwards
1990; Sturken 1997).

Most of the policy-making literature ignores the distinction between the past,
memory and history, and threatens to overlook the important differences between
them. Yet if we want to know if and how the past influences actors in a crisis we
should look more carefully and ask which past, whose memories and what histories
are involved. In our view an historical analogy is applied when a person or group
draws upon parts of their personal and/ or collective memories, and/or parts of
‘history’, to deal with current situations and problems (cf. May 1973; Khong 1992).
The best known among these are the so-called ‘big’ analogies or ‘master frames’
(Snow and Benford 1992): standardized evocations of global, epoch-making
charismatic figures and critical episodes (for example, ‘Munich’).

When tracing the retrieval and cognitive or political influence of an analogy,
certain criteria must be set for analytical use. Whether ‘used’ as a political vehicle,
or retrieved as a form of cognitive schema, the manifestation may be similar, and
the possible modes of utilizing the past difficult to discriminate between. How-
ever, as Khong points out (1992, pp. 59-60) the comparison between private and
public use (private referring to statements not intended for public consumption)
can be used to shed light on this analytical dilemma. Detecting the use of a certain
analogy in public can validate its significance to the political process at hand, thus
showing that the analogy is ‘active’ on some level. The use of the same analogy
in internal deliberations, diaries, or in personal reflections can, barring the limi-
tations stipulated by source criticism, add evidence of the cognitive dimension.
The combination of the two types of sources allows the researcher to compare
the evidence of retrieval with the tasks that analogies hypothetically perform
once active. By counterfactual reasoning (Tetlock and Lebow 2001, 831ff.),
the fit between those tasks and policy behaviour prescribed by the analogy can be
assessed and provide evidence not only regarding whether an analogy is active,
but also whether it exercises influence beyond public advocacy of a general policy
option (Khong 1992; see also Shimko 1995, p. 73; Hemmer 1999, 268ft.).

There is, however, something misleading in saying that policy-makers ‘use’
historical analogies. This suggests that doing so is a conscious, willful act. This
can be but need not be the case (Butler 1989; Connerton 1989; Caruth 1995).
We surmise that there are three key questions that need to be addressed when
we want to understand the role of the past in crisis management, particularly the
role of historical analogies. First, how do policy-makers remember the past, that
is, how do they organize memory (Covington 1985) and ‘make’ history? A vital
distinction to be made here is between intentional and spontaneous modes. In the
intentional mode, policy-makers take explicit initiatives to search for and apply
relevant experiences. They try to ‘shape’ the use of the past. In the spontaneous
mode, the past is more likely to encroach on policy-makers. It is more likely to
come in the form of their personal experiences or interpretations of history, or as
a result of #d-bhoc communications to them from people in their networks. Some-
times, it is a matter of books they happen to read, or the examples set by early
career mentors (see Isaacson and Evan 1986, pp. 180-8,391). Such spontaneous
modes of retention are likely to be more unpredictable and less robust over time
than deliberate and institutionalized ones (such as legal precedents or SOPs).
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Secondly, when they do draw upon memory and history during a crisis, how
and why do policy-makers do so? This is where the difference that was made
earlier between cognitive and political modes of utilizing the past comes in.
Some policy-makers will, in a crisis, use memory and history to make sense of the
confusing events in which they find themselves. According to Khong, for example,
policy-makers use analogies to perform various ‘diagnostic tasks’, such as helping
to define the situation, assess the stakes involved, and predict the chances of success
of various policy options (Khong 1992, pp. 7-10; cf. Houghton 2001). This closely
resembles what proponents of the so-called naturalistic decision-making model
describe as ‘pattern recognition’ (Flin 1996). However, policy-makers may also
draw on images of the past not so much to enhance their own understanding of
the crisis as to tell others what it is all about. Such ‘political’ use of memory and
history is helpful, at least to the policy-makers, when it assists them in convincing
actors and accountability fora whose support is essential, that their preferred
policy option is (or was) effective and proper under the circumstances. It fails
when the use of a particular representation of the past is widely challenged as
being fallacious or manipulative.

Thirdly, what do these types of uses of the past ‘do’ to policy-makers and to the
overall course of the crisis? Here one should distinguish between the ‘enabling’
and ‘constraining’ impacts of the past (cf. ‘path dependency’, Pierson 2001). The
terms enabling and constraining are used here in a value-neutral way. Hence the
past constrains when it narrows the definition of the crisis and the range of options
policy-makers consider relevant in dealing with it; it enables when it broadens
the cognitive and action repertoires of policy-makers. (Even retrospectively, it
is often hard to assess the relative degree to which analogies to the past influence
the behaviour of policy-makers, who have to take into consideration so many other
factors when making and justifying their choices (see Houghton 2001). In this
exploratory paper we assume that if we can find evidence of uses of the past in a
particular case of crisis, such uses have also had a non-negligible impact upon the
overall policy-making process. In future studies, this assumption would have to
be tested critically.) Figure 1 brings the three questions together, and models
the range of possible answers to them as three conceptually distinct continuums
that can be used to ‘place’ the observed uses of the past by any policy-maker or
group at any stage of any given case of crisis management. Taken together, they
depict the mental-historical space within which actors can move when they deal
with a crisis.

I: MECHANISM 1: Modes of remembering the past
Intentional Spontaneous

1l: MECHANISM 2: Modes of utilizing the past
Cognitive Political

lll: IMPACT: Effects on polic process and outcomes
Constraining Enabling

Figure 1: The historical space of crisis management

We shall illustrate and discuss each dimension of the historical space of crisis
management drawing upon two case studies. They were selected chiefly on the
basis of their illustrative value; we do not claim they are representative for all
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crises, nor do we claim they exhaust the range of possible modes of remembrance
and utilization of the past by public policy-makers. The cases are drawn from two
much larger ‘case banks’ compiled by the two research groups the authors are
members of. The case studies encompass detailed chronological reconstructions
of the main events and decision-making sequences, as well as thematic analyses of
specified aspects of crisis decision-making. They are based on a combination
of policy documents, media coverage, interviews with policy-makers, and in
some cases intensive ‘witness symposiums’ where key stakeholders are invited
to share and compare their personal recollections in a group setting (see Stern and
Sundelius 2002). A caveat is also in order here. In this article we only demonstrate
how policy-makers reach back from one crisis to a past, morphologically similar
crisis, to deal with a current one. In reality, policy-makers might draw on a range
of different, that is, non crisis-like, parts of the historical space to inform or explain
their behaviour when dealing with crises.

‘Evil is Lurking’: Sanctions against Austria
The Crisis: Challenge, Response and Outcome

Following its success in the October 1999 parliamentary elections, the Freiheitliches
Partei Osterreich (FPO) was invited for coalition talks by the prospective
Christian-democratic Chancellor. Led by the controversial Jorg Haider, the
FPO was widely seen as a party of the extreme right. Haider’s tough rhetoric on
foreigners and immigration as well as his close ties to Austrian Nazi war veterans
had already led the FPO to be banned from the association of liberal parties in
Europe. The risk of such a party coming to national political power in a EU
member state was perceived by many as an appalling prospect. It would call into
question the democratic authenticity of the Union, at the very time when the EU
was imposing stringent norms of democracy and respect for human rights in
evaluating the membership applications of former Eastern bloc countries. In
short, electoral developments in one member state were perceived by the others as
a threat to the regional institution as a whole.

There was also a high degree of time pressure. The first to take action within
the group of European leaders was the Belgian Prime Minister, Verhofstadt. In a
fax he suggested that the President of the European Council (Portuguese Prime
Minister Guterres) organize a joint statement of the other member states. Guterres
forwarded the fax to all the other leaders, along with a question: what do we do?
A small group of government leaders then drew up a proposal to threaten with
sanctions and sent it around to the others.

The leaders of the 14 other member states (hereafter: the 14) decided to
threaten Austria with political sanctions if the FPO were to participate in the new
government. The action against Austria was motivated by their shared expectation
that an Austrian government with the FPO in it was going to disregard Article 6.1
of the Amsterdam Treaty containing the founding principles of the EU (freedom,
democracy, rule of law, respect for human rights and basic human privileges).
Since the Treaty does not support actions against member states until violations
of these principles actually occur, which had not been the case in Austria at the
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time, the sanctions were formally to be a parallel set of bilateral sanctions of each
member state against Austria.

Political consensus among the 14 to press ahead with the policy of deterrence
was engineered over the course of a single, hectic weekend, and the final decision
to go ahead with the plan was taken on Sunday 30 January. Some country leaders
were given very little time to respond. Moreover, it was made clear by the main
proponents of the plan (the Portuguese Presidency and the Belgian Government
in particular) that ‘yes’ to the sanctions was really the only proper course of action.
Evidently none of the 14 wanted to go against these claims, or risk getting depicted
as being ‘soft’ on Haider: consensus emerged very quickly, as compared to other
occasions of EU crisis management.

The sanctions threat failed to prevent FPO’s participation in the new Austrian
Government. In February 2000, a coalition between the Christian Democrats
and FPO came to power. In response, the 14 effected their threat: Austria was
ostracized from diplomatic and EU arenas. Seven months later, however, the sanc-
tions were lifted after a report by three ‘wise men’ that had judged that the FPO
and the new government were behaving responsibly and democratically.

Analogical Reasoning in the Sanctions Case

To a large extent, the conviction that Haider and the FPO had to be kept out of
government and thus be prevented from entering the European governance net-
work was inspired by one recurrent historical reference: Haider was constantly
being compared with Adolf Hitler, and the FPO with the National Socialist
party. Reportedly, the main reason why the European political reaction was so
strong was that many had become convinced that Haider was ‘following in the
footsteps’ of Hitler, thus projecting a troublesome future from the analogy with
a catastrophic past (Hrbek 2003).

At the Holocaust conference in Stockholm in January 2000, Haider and the
developments in Austria were mentioned on several occasions. Israeli Prime
Minister Barak said that ‘for every Jew in the world it is a highly disturbing
signal...it touches everyone of us’ (quoted in the Guardian Jan 27, 2000). Shimon
Peres observed that as had Hitler, Haider was coming to power through demo-
cratic means. Letting Haider into the government would be a disastrous mistake
(Hammargren 2000). A week later the Swedish foreign minister, the late Anna
Lindh, stated, ‘one week after the speeches at the Holocaust remembrance
ceremony it is even harder to accept a xenophobic government in Europe again’
(T'T 2000). German Chancellor Schréder said that he had listened carefully to
Israeli Prime Minister Barak’s speech at the conference, and that this had per-
suaded him to push even harder for far-reaching sanctions against Austria. At other
occasions, Barak and Peres, when asked about Haider, mentioned that Austria
was also Hitler’s birthplace: ‘Hitler was from Austria and any man who causes so
many doubts must also raise the alarm everywhere’ (Peres quoted in the Guardian,
27 January 2000). Overall, the coincidence of the Holocaust conference and the
FPO’s possible participation in the Austrian coalition appears to have been an
important factor in framing the latter in particular historical terms. It most likely
boosted both the availability and the perceived salience of the Hitler analogy (see
Houghton 2001). The motivation to espouse these actions towards Austria was
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perhaps boosted by the domestic experiences of extreme right-wing parties of
some of the European states. But this was not true for all the members of the 14,
for instance Portugal with a crucial role in organizing the sanctions. Remarkably,
neither before nor after the Austrian case have major political advances of right-
wing populist parties (such as Berlusconi’s rise to power in Italy in a coalition with
neo-fascists; major local and regional election victories for the Front National
in France and the Flemish Bloc party in Belgium) been defined as political crises
and met with such a strong response (Berger 2001).

Mechanism 1
Mode of Remembrance: Spontaneous and Evoked Analogies

In the case of the sanctions the past was remembered in a spontaneous rather than
deliberate way. As far as we can establish, the personal memories and inferences
of the leaders dominated the deliberation process, with little room for systematic
staff work. No formal situation reports or evaluations of past uses of the sanctions
instrument or plans were produced or utilized. A limited number of EU leaders
with strong personal beliefs, rooted in forceful images of the past, pushed the
policy forward. The others went along, with varying degrees of conviction.
Authoritative outsiders such as Barak and Peres may have acted as moral entre-
preneurs. The coincidental occasion of the Holocaust conference served as a
backdrop to emphasize the gravity of the worst-case scenario (that is, a political
situation in Austria where Haider would lead Austria towards an undemocratic
and xenophobic future).

Mechanism 2
Mode of Utilization: Cognitive and Political Framing

In the sanctions case, cognitive and political uses of the past were closely inter-
twined. In diagnostic terms, the prevalence of the Hitler analogy made it clear that
there was a serious threat to Europe. This threat needed to be curtailed before
it grew any stronger. Politically, the analogy lay at the heart of the pressure the
supporters of the sanctions policy brought upon the less committed leaders to tow
the line. Any lingering doubts from the other leaders were neutralized.

Clearly it was neither the cognitive nor political power of the analogy alone
that clinched the 14’s unanimity on the sanctions. The decision-making process
was to some extent manipulated. When the other leaders were asked one by one to
respond to the core group’s proposal, they had to make their decision immediately.
Moreover, they were all given the impression that the other states had already
given their agreement, a classic manipulation ploy.

In the sanctions case, the Hitler analogy certainly influenced the way in which
European leaders performed their ‘diagnostic tasks’. It made them frame the issue
as the overtly democratic rise to power of a fascist; it gave them a conviction that
the stakes of stopping him were high; it told them that there was no room for
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hesitation or weakness in tackling the problem; and it provided them with a moral
underpinning for an unprecedented and legally questionable course of action.

What the Hitler analogy did not, and could not, do, however, was to give the
European leaders an even-handed prediction of the likelihood of success of their
preferred policy option. Since Hitler had never been met by firmness until the war
broke out, the European leaders (sanctions are more effective than ‘complacence’
or ‘appeasement’) made a counterfactual inference. As it turned out, the sanctions
were ineffective. They did not deter the Austrians, particularly the Christian-
democratic leader Schiissel, from creating a coalition that included the FPO
(albeit without Haider in a ministerial position).

This outcome may have been less surprising if the European leaders had looked
at other parts of the past. In general, the record of sanctions as an instrument of
international diplomacy is uneven at best (Baldwin 1985; Martin 1992). Specifically
in the case of Austria and Haider, an obvious and critically important historical
parallel did not surface in the leaders’ deliberations much: the Kurt Waldheim
affair. While running for the Austrian presidency in 1986, Waldheim, a former
UN Secretary General (1972-81), was exposed as having lied about his role in
the German army during WWII, particularly his possible involvement in brutal
actions against civilians. At that time, the international community reacted
strongly, much like it did in 1999. Formal protests against his candidacy were made,
including threats to cut diplomatic contacts with Austria if Waldheim were
elected. The diplomatic offensive did not deter Austrian voters: Waldheim got
in with 54 per cent of the vote. For six years Waldheim remained persona non
grata in most countries and Austria was partially isolated. There is no evidence
that the failure of diplomatic threats and sanctions in influencing the political
developments in Austria during the Waldheim episode was ever considered during
the informal deliberations that produced the sanctions of the 14.

Impact
Enabling Joint Action

The impact of the remembered past on the behaviour of the European leaders
in this case was mixed. The predominance of the Hitler analogy constrained
their cognitive orientation on the situation facing them. Particularly, it crowded
out other historical parallels and evidence that might have helped them gain a
better understanding of the potential drawbacks of the sanctions they proposed
to undertake. Politically and psychologically, the Hitler analogy played into the
hands of the hardliners among the European leaders. It enabled them to cast the
issue in a compelling moral frame. With the problem represented as the rise of
evil in our midst, a tough response became inevitable. Consequently, leaders with
doubts about the desirability or feasibility of sanctions were less likely to say so.
It also crowded out the formal objection that the EU is not supposed to interfere
in the domestic politics of its member states, particularly in a case such as this
where no actual violations of human rights had actually occurred.
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‘They’ve Done it Again’: Submarine Hunting in Sweden
The Crisis: Challenge, Response, and Outcome

During the Cold War period a principal security concern to Sweden was the pos-
sible, and suspected, intrusion of Soviet submarines into Swedish territorial waters.
During the early 1980s there were at least three well-publicized and politically
charged incidents relating to this threat. In September 1980, Swedish navy picked
up signs indicating the presence of submarines, and started a hunt during which it
deployed a large number of explosives to force the subs to surface, without success
(Bynander 2003, Ch. 5.1; SOU 2001, p. 85, 491f.). In October 1981, a stranded Soviet
submarine was discovered in the Swedish inner archipelago, outside of Karlskrona
(Stem and Sundelius 1992). This triggered tense exchanges and bargaining
between the nations about inspection rights and return of the vessel and these
ensued for several days. These two incidents provided the backdrop for the third
major submarine crisis, the so-called Harsfjirden incident between September
30 and the end of October 1982. This was again a major, if fruitless, submarine
chase, occurring in a blaze of publicity and political aggravation. The 1982 case,
presented here, would establish a disturbing pattern for Swedish territorial
defence that lasted for the rest of the decade. It provoked political controversy
that continues to this day in Sweden.

The Harsfjirden hunt was preceded by operation Notvarp (‘the seining
operation’), a secret military exercise to test the capabilities and requirements for
effectively detecting and surfacing a submarine. It was the first operation of its
kind, and it took place during a major American naval visit to Sweden as well as
large-scale NATO exercises in the Baltic. Information about the seining oper-
ation, as disclosed in 1987, was no doubt important in setting the stage for the
handling of the 1982 crisis (SOU 2001, pp. 85,356; Larsson 1987). With the 1981
crisis successfully handled and having simulated a major submarine ‘catch’ just
days before the Hirsfjiarden episode unfolded, the Swedish military and political
leadership were quite confident. This was not to be. Nothing came to the sur-
face, despite major efforts. Eventually, the authorities had to admit that the
elusive submarine had in fact never been identified positively, and/or could have
managed to slip away. Because of this, Swedish policy-makers suffered a major
embarrassment.

The Chief of Staff of the armed forces at the time, Admiral Stefenson, recalled
later that ‘we thought it was like in Karlskrona, but it was the direct opposite’
(Bynander 1998b, p. 67). This suggests that the 1981 crisis formed a pivotal point
of reference for the decision-makers in the Hérsfjirden case. On the military
side, largely the same people dealt with both crises. In the political arena, the 1982
episode occurred in the vacuum of a government turnover. When information
was reported that a foreign submarine was trapped in Hérsfjiarden, the policy-
makers quickly agreed what was going on and how it should be handled. Military
and political leaders both assumed that the information was accurate and
determined that the intruder should and could be caught. During a retrospective
symposium of the main actors held in 2002, erstwhile Minister of Foreign Affairs,
Bodstrom, recalled, ‘there was no doubt the government believed there were
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submarines in Hérsfjirden. It was also reported that the exits of the bay had been
closed to the extent that a submarine could not slip out’ (Bynander 2002, p. 57,
authors’ translation).

The two goals Swedish policy-makers were following initially during the 1982
crisis were to detain the submarine and then to gain hard evidence of what it was
doing in Swedish territorial waters (Bynander 1998b, p. 68). A contingency plan
was made for the military to play for time after surfacing the submarine, pro-
viding the government with time to issue a detainment order that in fact had been
prepared well in advance. Both these goals were rooted in experience. Since in
1981 the submarine had stranded and catching it was not an issue, the Supreme
Commander had decided almost immediately that it should be detained rather
than assisted. This sparkled of a brinkmanship crisis of sorts between the Swedish
and the Soviet Governments. Sweden had done well out of it since it could claim
the moral high ground. There seemed to be no reason to doubt that this part
of the scenario was worth repeating, yet it was preferred that the decision to do
so was seen to be taken by accountable politicians rather than admirals. Public
information policies had been an essential part of the 1981 operation. When
Hirsfjirden took place a year later, with the Cold War climate colder rather
than warmer, Swedish policy-makers were adamant that the public relations
machinery had to do better than during the last real submarine chase (in 1980),
when information policy had been incoherent. In 1980, the navy, the defence staff
and the ministries had all supplied their own accounts of the events. In 1981, the
lessons of that failure had been learned: information policy was centralized, partly
to maximize the propaganda value of the crisis. This had been quite successful, and
it was this model that the policy-makers replicated in 1982. In fact, the defence
staff information office had been scouring significant portions of the Swedish
coastline for suitable press centre sites in case other submarine hunts would occur

(Bynander (ed.) 2002, p. 106).
Analogical Reasoning in the Harsfjarden Case

The 1981 analogy was readily available in 1982, particularly among the military
leaders. It proved to be irresistible yet misleading: because of the hold it exerted
on them, key military and political leaders misdiagnosed the situation they were
facing. In 1981, with a stranded Soviet submarine on shore, the defence staff had
faced a clear and concrete challenge. The Hérsfjirden situation, in contrast, was
both ambiguous and complex. First of all, there was no certainty that the signals
that had been detected had actually been caused by a submarine, let alone a Soviet
one. Secondly, the decision-makers underestimated the potential complications
involved. Assuming there was indeed a Soviet submarine hiding out in the bay, a
major question was which methods should be used to catch it. The key issue was
whether or not to run the risk of sinking the submarine (thus killing Soviet navy
personnel) by the use of depth charges and the more powerful mine barrages.
The rules of engagement developed for this contingency had been sharpened
recently. They had never been applied before. By relying on the 1981 analogy,
decision-makers sidestepped this problem. They took catching and surfacing
for granted and focused their attention on bargaining with the Soviets and on
achieving a propaganda victory. The lesson from asymmetrical crises (as the 1981
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case had been) was the need for the smaller state to gain a moral advantage in the
bargaining process by getting the world on its side. In 1981 extensive Western
press coverage along the lines of a David-Goliath scenario had forced the Soviets
to assess their steps carefully.

The strong reliance on the 1981 scenario bred overconfidence, particularly
among the military leadership. In terms of diagnosis, Swedish Navy leaders sim-
ply assumed the submarine could be caught and forced to the surface. In reality,
neither was easy, put mildly. In terms of evaluating the appropriateness of policy
options, the 1981 analogy led policy-makers to believe that it was neither neces-
sary nor moral to sink the submarine. Yet in reality major firepower would be
needed to surface a reluctant submarine, with considerable risk of harm to vessel
and crew. This would drastically alter the moral equation, and thus undermine
the essence of the Swedish policy.

Ironically, just as in the sanctions case presented earlier, there had been prior
incidents that might have given the actors a more appropriate picture of the situ-
ation than the 1981 analogy did. The 1980 submarine chase stood out among
these. It too had occurred fairly recently, and its morphology was much more
similar to the current crisis than the 1981 situation was. The 1980 chase had been
an eye opener for the Swedish political leadership and, to a certain extent, to the
military leaders as well. In 1980, foreign submarines had remained on Swedish
territory long after they had been spotted. This seemingly reckless behaviour of the
intruders, assessed to be Soviet submarines, had confused the military leadership.
The failure to catch the persistent intruders has solicited strong criticism from
leading politicians, but it also bred rumours that the Supreme Commander had
let the submarine slip away deliberately, upon orders from the Cabinet (Bynander
1998, p. 379). Supreme Commander Ljung stated it as follows in his diary at the
time: “The political involvement in these matters is to a certain extent annoying.
I hardly think the Minister of Defence has considered the consequences of dis-
covering a Soviet submarine that has been successfully neutralised in Swedish
territorial waters’ (Diary of Lennart Ljung, quoted in Bynander 1998, p. 372).
This possible outcome was not considered at all in the Hérsfjirden case. More
generally, the more recent and dramatic proportions of the events in 1981 appear
to have diminished the relative availability and vividness of the 1980 submarine
hunting episode, which — in retrospect — might have been the more relevant and
representative source of analogical reasoning.

Mechanism 1
Mode of Remembrance: Ad hoc and Institutionalized

In the Harsfjirden case the mode of remembrance differed according to the level of
action. At the operational level of military contingency planning, the experiences
of the 1980 and 1981 incidents had been codified in reports and debriefings, and
had led to organizational and policy changes. Organizationally, the 1980 episode
triggered the formation of a permanent analysis unit consisting of naval experts.
This unit became a crucial part of the navy’s readiness. The unit embodied an
attempt to develop both an ongoing and ‘quick response’ intelligence capacity;
it played an important role in all the submarine incidents that were to follow
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(Bynander 1998b, p. 2) Finally, personal and shared experiences of submarine
hunting in 1980 and interacting with the Soviets in 1981 also filtered through
in terms of the post-1981 scenarios used for submarine defence training, such as
the Notvarp exercises.

At the strategic level, evaluations of the political handling of the 1980 and 1981
incidents had occurred, but these evaluations had been condensed into reports
and lessons only to a limited extent. The choice of action by the Government in
the U137 case (to consider immunity of U137 to be forfeited) had caused a heated
debate among experts in international law, both within the country and abroad in
the field of international law. The question was whether or not the Government
had been too lenient or too tough on the stranded submarine (Theutenberg 1986).
It became clear that all intrusions (that is, not accidental groundings) by foreign
navy ships in Swedish territorial waters should be treated as hostile acts, in these
cases immunity was not pertinent. Opinions on this matter shifted butin 1982 the
new government had no intention of being soft on any intruders (Theutenberg
1986, pp. 475-80).

Above all, the previous incidents had been evoked in an ad-hoc fashion and
fulfilled primarily cognitive function for the new political leadership. Prime
Minister Palme stated at a press conference, ‘it is possible for the Swedish Govern-
ment to order the Navy to sink an intruding ship in Swedish waters’ (Theutenberg
1986, p. 470). The former permanent secretary at the Ministry of Defence, Sven
Hirdman, explained the broad consensus that existed on the detainment issue
if a submarine was surfaced. Detainment was necessary because an intruding
submarine’...should not just be rejected from Swedish territory but, in parallel
with what happened at Gésefjirden [i.e., in 1981, auth.], an investigation should
be made as to how it got there’ (Bynander 1998, p. 381). The hardened political
attitude was a result of tougher rules of engagement that did not grant a caught
stranded submarine immunity as they had done in the U137 case. The Notvarp
‘seining operation’ also reinforced the belief that a submarine could be caught,
something which was presented to the government as a firm conviction that the
exits of Harsfjirden Bay could indeed be completely sealed off.

Mechanism 2
Mode of Utilization: Reaching for Repertoires

When it comes to the mode of utilization, the 1981 crisis analogy was a major
factor in defining the 1982 situation as well as in portraying it to the media and
the public. At the cognitive level it steered the decision-makers away from the
problems of surfacing a submarine. Instead it focused them on acquiring a bar-
gaining position in case Sweden had a Soviet submarine ‘in hand’. The fact that
both the 1980 and 1981 intruders had been identified as Soviet caused decision-
makers to rely even more on the emerging post-1981 SOP’s of ‘handling’ Soviet
intrusions. First and foremost, therefore, the 1981 analogy provided the decision-
makers with policy prescriptions: the detainment decision (in 1981 the stranded
submarine had been detained immediately), the military build-up around
Harsfjirden, and the proactive management of press conferences. Since managing
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the situation on the ground was left largely to the defence establishment there
was little evidence of a search for alternative options by the political leadership.

Military leaders, Ljung and Stefenson in particular, as well as leading politicians,
the future Prime Minister Carl Bildt among them, not only experienced the prob-
lem as yet another showdown with the Soviets in which Sweden had to act strongly,
they also presented it in these terms to the Swedish public. Yet the analogy as
such was hardly used primarily to muster needed political support. The public
and the media were already on board and deeply engaged in following the actions
of the navy.

Impact
Constraining Actors into Repetition

Clearly, the impact of the remembered past in the Hérsfjirden case was one of
closing the minds of the decision-makers rather than opening them. It provided
a dominant and appealing scenario: repeating the moral victory over the Soviets
in 1981. In obscuring other parts of the past (prior futile submarine chases), it
prevented the policy-makers from considering alternative scenarios. This belief
was also reinforced by the secret military exercise in “which a submarine was caught
and surfaced just days before the incident. The preoccupation with detaining the
submarine is a case in point. Simply scaring it off was not considered an option,
even though that would have been much less fraught with operational and political
risks. The military action repertoires were fixed, there was no alternative strategy
to surfacing the submarine and providing public evidence that Soviet intrusions
were still going on. The 1981 analogy also made policy-makers overlook the pos-
sibility that surfacing a submarine could imply making casualties. This would have
made for a totally different scenario, especially with the press on massive alert.
The dilemmas such a scenario entailed were never worked through, simply because
they did not carry any weight among the people in charge at the time.

Towards a Theory of Historical Analogies in Crisis Management

Parts of the remembered past may constitute a siren song for policy-makers,
particularly though not exclusively in times of crisis. The allure of particular
historical analogies may be irresistible, and condemn policy-makers to various
forms of ‘fighting a former war’ instead of diagnosing and responding to current
events on their own terms.

The analysis presented here reiterates this familiar observation, but also quali-
fies and broadens it. The two case studies show indeed how powerful historical
analogies can be, but also lend themselves to a more differentiated account on
how they impact the policy-making process. First of all, historical analogies may
work as ‘filters’, that is, providing a readily available ‘script’ that decision-makers
evoke to interpret reality. In both instances, decision-makers regarded the events
primarily as ‘another case of’. We have seen that this had both enabling and con-
straining effects. On the enabling side, the more widely shared a particular
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historical analogy is, the easier it becomes for policy-makers to reach consensus
about the definition of the situation at hand.

Moreover, the analogies in these cases can also be thought of as ‘teachers’. They
did not just help decision-makers to define their situations; they also provided
clear policy guidelines on how (not) to act. In the Haider case, the lesson was:
don’t let a potential dictator come to power; in the submarine case, it was: take
control of the submarine and use this to embarrass the Soviets. Moreover, in
the latter case, key components of the analogies were even institutionalized at the
implementation level, thatis, scripted into standard operating procedures. Thirdly,
on the constraining side and in line with other research (May 1973; Khong 1992),
the case studies suggest that the filtering power of historical analogies can be so
strong that they become ‘prisons’. Particularly in the context of critical (threat-
ening, volatile, urgent) episodes, the reduction of uncertainty provided by
diagnosing the situation in terms of a seemingly perfect historical parallel can be zoo
successful. It freezes efforts to make sense of the situation into rigid adherence
to a particular, yet untested, cognitive schema (cf. Staw, Sandelands and Dutton
1981). In the sanctions case, for example, some commentators made harsh judge-
ments about the tunnel vision the European leaders had assumed by playing up
the parallels to Hitler’s Germany. The Frankfurter Allgemeine editorial (29 January
2000) charged that the government leaders were caught up in a ‘Haider hysteria’
(see also Sommer 2000).

Fourthly, we may infer from these examples that when particular analogies
come to monopolize the discourse of policy-makers on current policy issues this
turns other possible analogies into ‘blind spots’ or ‘silences’ (see also Trouillot
1995). Indeed, we have seen that in both cases one particular memory was so dom-
inant at the crucial early stages of the critical episode that it caused other poten-
tially relevant parts of the past to be forgotten or at least left unused as an aid to
contemporary sense-making. In the sanctions case we have the Waldheim analogy;
in the Swedish case we have the 1980 Ut6 submarine hunt.

Fifthly, both cases demonstrate that images of the past do fulfil the rhetorical
and justificatory functions attributed to them in the literature. Unlike what has
been suggested by authors such as Khong (1992), it is not an either-or question:
cognitive and political functions of historical analogies may go hand in hand.
In the sanctions case, some leaders were captivated by the Hitler analogy not
just cognitively but also emotionally. At the same time, and partly because of it,
they ‘used’ the analogy to persuade or put pressure on others to join the action
against Haider. In the Hérsfjirden case, the 1981 analogy fulfilled primarily a
cognitive function. It convinced political and military leaders about the nature
of the challenge and suggested the policies to meet it. Yet to some extent it was
also used as a weapon to strike at the Soviets — presumably the culprits of the
repeated intrusions. Ironically, the Hérsfjirden incident itself later became an
analogy, and as such served as ammunition in heated politico-military contro-
versies about Swedish naval defence policy that continue even today (SOU 2001,
p- 85; Bynander 2002).

Table 1 organizes these various observations on the forms and functions
that historical analogies may take in policy-making and crisis management.
In the figure we present six types of analogies, and characterize them in terms
of the three dimensions initially presented in figure 1, above. It is not a formal
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Table 1: Historical analogies in crisis management: Mechanisms and impact

Analogy characterizations

Mechanisms and impact

Indlicators

1. Filter

2. Teacher

3. Prison

4. Blind spot

5. Weapon

6. Trauma

Mechanisms: spontaneous;
cognitive

Impact: enabling, i.e. providing an
historical ‘schema’ or ‘script’ that
helps decision-makers

Mechanisms: deliberate; cognitive or
political (depending on arenas and
audiences)

Impact: enabling, i.e. providing
policy guidelines

Mechanisms: spontaneous;
cognitive and political

Impact: constraining, i.e. a quasi-
monopolistic frame that prematurely
narrows sense-making and political
space

Mechanisms: spontaneous or
deliberate; cognitive

Impact: constraining: i.e. ‘forgotten’
analogies, overlooked by policy-
makers

Mechanisms: deliberate; political
Impact: enabling, i.e. tool for political
persuasion, pressure and justification
that actors may employ when
dealing with others

Mechanisms: spontaneous;
cognitive/emotional

Impact: constraining, i.e. references
to extremely aggravating past
episodes that constitute ‘raw nerves’
in collective memory; may well
overshadow other considerations

Elaboration of particular historical
references in cause-effect utterances
by policy-makers in the deliberation
process

Elaboration of particular historical
references in goals-means statements
by policy-makers in the deliberation
process and/or in SOP’s

Disproportionately frequent and/or
highly expansive (i.e. overgeneralized,
overstretched) reference of types 1
and 2

Conspicuous absence in policy-
makers’ deliberations and texts (this
presumes the analyst ‘knows’ about
possible alternative analogies)

Strategically invoked with susceptible
audiences and avoided in other for

a (or presented to other audiences
when sanctioned)

Widespread use of highly emotional
language and symbolic acts. Strong
preoccupation with worst-case
scenarios and moral issues

typology, since some of the analogies differ from others only in degree (prison,
trauma) and not in kind.
The analysis presented in this paper has tried to enhance our understanding of

how historical analogies work. The cases we have taken are cases where one par-
ticular analogy dominates a good part of the decision-making process. In other
cases, such as the Iran hostage crisis, there is instead a ‘barrage of historical
analogies’ vying for salience in the minds of decision-makers (Houghton 2001,
p. 17). This leads to the question of why some issues and crises are fully framed in
terms of historical analogies and others much less so. In addition one might ask why
in any given case, some historical analogies come to the fore and others not.
The answers to these questions must be sought partly in the characteristics of
the analogies themselves, partly among those of the decision-makers in question.
Houghton suggests that analogies that are readily available (for example, because
they refer to very recent and vivid events — even when these are highly infrequent
and unlikely to recur) and seemingly representative (that is, morphologically
‘fitting’ the present situation — even when this ignores maxims of statistical prob-
ability) to the issue at hand are most likely to carry weight in the decision-making
process. The vividness and emotional power of any sort of analogy that referred to
the Nazi era was coincidentally revived by the Stockholm Holocaust conference
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which all of the key players were attending at the time the issue arose. Finally, the
Waldheim analogy was indeed more proximate than the Hitler analogy, but bear
in mind that the Waldheim affair occurred before any of the late-1999 European
leaders had been in office. So personal experience (in this case of using sanctions
to deal with unwanted Austrian political leaders), the other factor singled out by
Houghton as a crucial predictor of an analogy’s potential power, could not com-
pensate for the much greater vividness of the Hitler analogy in this case. In the
Hairsfjirden case, on the contrary, many decision-makers had personal experi-
ence of both the 1980 and 1981 submarine hunts, yet the former was ignored and
the latter overemphasized. Perhaps this was because the latter was more recent
and more vivid (it became a real crisis; the 1980 hunt ended in nothing). But it
may also have been more psychologically ‘appealing’ in that it referred to an
episode that had been classified as a clear tactical victory of the Swedish David
over the Soviet Goliath. Maybe decision-makers are more likely to evoke both
the very pleasant (former victories) and the very unpleasant (defeats, traumas),
and thereby ignore the murkier realities of ‘muddling through’.

These speculations on the causes of the relative power of historical analogies
are quite insufficient to resolve the issues raised here. Houghton’s approach, to rely
on the well-known cognitive heuristics of availability and representativeness to ex-
plain the currency of analogies, is not sufficiently precise. These two mechanisms
both refer to what might be called the ‘evocation’ of an analogy in a particular
situation but in and of themselves they do not explain why this happens. What
can be done at present is to take the various factors as alternative hypotheses, cur-
rently with mixed support from a small and possibly skewed sample of cases, which
are to be tested in further research:

1. The more recent the events to which a historical analogy refers, the higher
the likelihood that this analogy will be evoked in contemporary policy
making;

2. The more characteristics of a historical analogy resemble the features of a
contemporary situation, the more likely its use;

3. The higher the proportion of policy-makers that have personal experience
of the events referred to in a particular historical analogy, the more likely
its use;

4. The greater the individual and mass psychological impact of the events
referred to in a particular historical analogy, the more likely its use;

5. The more a particular historical analogy fits the standard operating procedures
and/or organizational interests of the entity that a policy-maker belongs to,
the more likely its use by that policy-maker.

Good governance should rest on carefully considered connections between past,
present and future. Our cases show that productive learning from history does
not come easily. It requires a careful calibration of the organization of collective
memory, the composition of decision-making bodies, and the flow of analysis
and advice from the bureaucracy to the political leaders. In the area of historical
analogies it would seem pertinent therefore to conduct more elaborate com-
parative studies to establish the relative frequency of the various forms of
analogical reasoning and the explanatory power of the various hypotheses
discussed above.
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Toxic Fear: The Management of Uncertainty in the
Wake of the Amsterdam Air Crash
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1. Introduction: From “Caring Government” to
Governmental Failure

n Sunday, 4 October 1992, at 6.38 p.m., an Israeli cargo plane crashed
in a suburban high-rise area of Amsterdam (The Netherlands). The

El Al Boeing 747 freighter, in a desperate attempt to return to Schiphol
airport after losing two of its engines, bored its way into two apartment blocks in
Amsterdam’s Bijlmermeer area. The crash killed 43 people (including the plane’s
crew) and destroyed 266 apartments. Immediately after the crash, the Amsterdam
authorities initiated a massive emergency operation. The days and months
following the disaster were characterized by “normal” disaster issues (providing
shelter and relocation to immediate survivors; a frantic search for causes; discus-
sions about airport safety; identifying the victims) as well as a-typical problems
(self-imposed pressure to determine the number and identity of victims; mass
convergence of pseudo-victims; the emerging issue of illegal immigrants).

The official assessment of Amsterdam’s crisis management was quite positive [1].
The communis opinio held that the Amsterdam authorities, in particular Mayor Ed.
van Thijn, had performed in a calm, effective yet committed manner. In addition
to the “normal” managerial sides of the crisis response (the effectiveness of which
was facilitated by Amsterdam’s crisis management infrastructure), Van Thijn had
adopted a philosophy of “caring government”. This notion held that all victims,
regardless of race and, particularly relevant in the multi-ethnic Bijlmermeer area,
legal status, would be entitled to government assistance in refounding their lives.
Even when the unintended consequences of this philosophy became painfully clear
as many “pseudo victims” sought to take advantage of Amsterdam’s perceived
generosity, Van Thijn held firmly to his position.

In spite of this successful performance, the Bijlmer air crash eventually devel-
oped into what is now widely considered an almost exemplary case of governmental
negligence [2]. In 1999, a parliamentary inquiry into the aftermath of the disaster
catalogued a wide variety of coordination failures, mostly at the national level, which
had resulted in a sustained loss of legitimacy among the victims of the crash and,
more in general, the population of the affected area [3]. The Bijlmer Air disaster
demonstrated that even initial success is no guarantee for a smooth termination
of crisis [4]. In some ways, the “disaster after the disaster” was much harder to
deal with than the “classic” crisis challenges that emerged in the first hours and
days after the El Al plane crashed.
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In this article, we will show how the Bijlmer air disaster developed into a pub-
lic health crisis. In addition, we will investigate the relation between long-term
crisis management performance (“managing the aftermath”) and the growing
unease among Bijlmer residents; more specifically, we consider the often-heard
claim that governmental mismanagement led to public health problems. In the
years following the crash, survivors in the area began to link a stream of health
complaints to the cargo of the Israeli plane. The failure to establish beyond a
shadow of a doubt what exactly had been in the doomed plane created fertile
ground for rumors, the politicization and mediatization of victims, and increasing
numbers of reported health complaints.

We argue that the administrative reflex of crisis termination, combined with
a collective underestimation of the possible effects of “toxic fear”, resulted in a
heightened sense of collective fear. We will begin in Section 2 with a detailed
description of the Bijlmer air disaster and its aftermath. In Section 3, we will
chart the health effects that surfaced in the Bijlmermeer. In Section 4, we will dis-
cuss the relation between the emergence and persistence of these health effects and
the activities, or lack thereof, on the part of public authorities. We will conclude
this article with a number of lessons that may be used by public authorities to
prepare for similar disasters.

2. From Air Disaster to Political Crisis: A Chronology of Events

2.1. From Disaster Management to Urban
Crisis Management (October 1992)

The initial response to the air crash was quite effective [5]. Fire trucks, police cars,
ambulances and other emergency services appeared quickly on the scene. The
Amsterdam crisis center was quickly activated and took full charge within hours.
A few “deficiencies” occurred, which would be defined as significant not until
much later. For example, the cockpit voice recorder was never found. This mys-
terious and unexplainable loss — cockpit voice recorders are known to survive
explosions and long-term exposure to sea water (among other things) — would later
give rise to all sorts of rumors. One persistent rumor held that agents of Israel’s
secret service (Mossad) had entered the premises dressed as emergency workers
and had thus retrieved the cockpit voice recorder. Perhaps the most significant
“error” pertained to sealing off the area; media and “disaster tourists” could easily
enter the disaster grounds during those first hours.

In the days following the disaster, uncertainty about the number of deaths
dominated the atmosphere in the crisis center. The first impression was that at
least 250 people had died in the crash (this assessment was partially based on the
number of affected apartments). Even though evidence of a much lower death
toll soon became available, the general belief holding that hundreds had died
persisted for days. The virtual absence of dead bodies — 48 hours after the crash
only 12 bodies had been found — was explained by the heat of the ground fires:
many bodies had been “cremated” according to this theory.

The recovery of the damaged buildings was then accelerated, in order to
discover whether the “basement theory” held any truth. The subsequent loss of
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accuracy in the identification process — identification procedures take time and
require detailed inspection of the area surrounding the immediate vicinity of the
body (parts) — was made up for by initiating a massive police investigation into
the list of persons reported missing.

The specific characteristics of the Bijlmermeer area made it hard to reconstruct
who lived where. The Bijlmermeer is a high-rise suburb that is connected to
Amsterdam by a subway line. Built in the 1970s as an experiment in ideal living,
it had effectively become a planning disaster. By the early 1990s, the “Bijlmer”
(approximately 85,000 inhabitants) had become a slum area populated mostly by
(first- and second-generations) immigrants — many of which supposedly held no
legal status. Since it was known, or at least suspected, that many non-registered
immigrants lived in the disaster area, little value was attached to the official lists
of either the housing authority or Amsterdam’s population register.

It was unclear how many people were present in the apartment buildings at
the time of the crash. The Amsterdam authorities tried to compose a reliable
list of missing people. Everybody was asked to report missing people; the mayor
promised that those with an “illegal” status would not experience negative
repercussions. This resulted in a long list of missing persons: at one point, the
list held nearly 1600 names. After police detectives had checked the list for
redundancies and “fakes” — apparently, a number of persons were reported miss-
ing by people who were looking for their debtors, enemies etc. — the list was
reduced to 300 people. This number was still much higher than the number of
bodies found. The police then tried to narrow the list down by means of house-
to-house inquiries and checked the records of the telephone company, the social
services and the Amsterdam Housing authorities. On Friday, 9 October, three lists
were made public: the first list revealed the number of identified victims at that
time (9); the second list presented the number of people who were in the vicinity
of the apartment buildings at the time of the disaster and who had probably died
(48); the third list consisted of the number of people who were still missing and
lived outside the disaster area (63).

A few weeks after the night of the crash, the air disaster had developed into a
socio-political crisis. This shift in the nature of the crisis was the unintended result
of Mayor Van Thijn’s public assurance that “illegal” immigrants should not suffer
any other negative consequence as a result of the disaster if they came forward.
They should have the same right to medical, social and material assistance that
was also granted to all other victims of the crash. In fact, Van Thijn implicitly
promised that they would be granted the status of legal resident. If they could
prove that they had lived in the immediate vicinity of the disaster site (and thus
qualified as a victim), Van Thijn would recommend them to the deputy minister of
Justice, Mr. Kosto, for a residence permit. It is, of course, very hard for “illegals”
to prove they lived somewhere, especially since they tend to avoid any contact
with government authorities and bureaucratic agencies. Still, Van Thijn’s “caring
government” philosophy promised a lenient approach; a few weeks later, hundreds
and hundreds of immigrants lined the street of Amsterdam’s public register in the
hope to make it on the so-called Kosto list. In addition, the Amsterdam authorities
began to suspect that many “victims” who were enjoying free accommodation,
cash loans and food had never set a foot in the Bijlmer area before the disaster.



190 challenges of crisis management

2.2. Rumors of a Military Cargo (October and November 1992)

On 18 October 1992, a new dimension was added to the disaster. A resident of
the Bijlmermeer area had found the charred remnants of the so-called airway
bills, which had been in the crashed plane. This finding generated much media
attention, mainly because one could read “military ordince eqp” on the remains of
the airway bills [6]. Attention was focused on the cargo of the plane again. In the
immediate aftermath of the disaster, official readings referred to “flowers and
per-fume” as main ingredients of the cargo. There was no reason to suspect other-
wise, were it not for the nationality of the crashed plane. The media attention led
to an investigation by the Dutch Aviation police service. The Economic Control
Agency (ECD) also became involved. With assistance of the American Embassy
(the El Al plane had loaded most of its cargo at New York’s JFK airport), the
ECD managed to geta hold of 13 master and 15 house airway bills. Master airway
bills provide general information about the cargo of the plane. The house air-
way bills provide detailed information on every item of the cargo. Even though
these documents provided information about only a limited part of the cargo —
in fact on only 5% of the cargo, as it later turned out — they did show that the
El AL plane had indeed carried military equipment. The ECD could not, however,
determine the exact nature of the cargo. No further investigations were undertaken
at this point in time, as there appeared to be no violations of Dutch law [7].

2.3. Rumors of a Toxic Cargo: Examining the
Presence of Uranium (1993-1994)

A few months after the crash, only “technical” issues remained (or so it seemed
at the time). In February 1993, an Amsterdam newspaper reported that kerosene
from the plane had severely polluted the disaster site [8]. The Amsterdam authorities
thereupon decided to clean up the disaster site. Almost a year after the disaster,
a national newspaper reported that the plane had been carrying toxic materials
on its disastrous flight [9]. The Minister of Transport denied that the plane had
carried any dangerous materials [10]. At least some Bijlmer residents were con-
cerned about this issue and demanded access to the cargo documents. A member
of the Bijlmermeer district council received an increasing number of telephone
calls of Bijlmer citizens reporting respiratory problems. A parliamentary member
of the ruling Social Democrats (PvdA) asked the Minister of Transport, Mrs.
Maij-Weggen, to respond to these rumors. The minister published a cargo list,
which revealed the presence of hydrocarbon; only tiny amounts of other chemicals
were reported to be on board.

In October 1993, a Dutch nuclear energy research center (LAKA) added a
new piece of disturbing news: the El Al Boeing had depleted uranium on board
as a counter weight in the plane’s tail (other Boeing airplanes carry uranium as
well). Several agencies started to investigate the exact contents of the plane. All
investigations concluded that the quantity of dangerous toxic material in the plane
could not have caused any public health problems. In October 1993, the Dutch
energy research center (ECN) claimed that there was no reason to believe that
uranium parts had been released during the inferno. At the same time, however,
the Minister of Environmental Affairs reported that the tail of the plane had
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contained 385 kg of depleted uranium, of which only 112 kg had been recovered
up to that point.

In the following months, the newspapers were filled with articles discussing the
possible consequences of uranium for the public health situation in the Bijlmer.
Both the Minister of Transport and the research center ECN denied any possible
public health dangers. An American expert from the Depleted Uranium Network
stated the opposite: uranium should be considered very poisonous. Various other
research institutes confirmed this. In response to this news, Bijlmermeer residents
asked for an investigation into the presence of uranium at the disaster site, but the
council of the Bijlmermeer district did not have the money to fund such an investi-
gation, and declined. The Bijlmer residents were furious about this decision.

The mysterious disappearance of over 170 kg of uranium generated fresh ques-
tions. Yet another independent research agency took samples from the disaster
site in December; no trace of depleted uranium was found [11]. Residents of the
disaster area rejected the results of the investigation, questioning its methods and
claiming that the soil samples had been taken from clean, untouched spots. They
feared having inhaled burnt uranium particles. In January 1994, the Bijlmermeer
district council asked the Civil Aviation Authority (RLD), in charge of the tech-
nical investigation of the plane, to check the plane wreckage once again. Upon
inspection in the hangar at Schiphol airport, where the collected parts of the
plane were studied, 48 kg of depleted uranium were found. An additional group
of “worried citizens” was immediately “created”: those who had worked in the
hangar and those who had helped to collect the wreckage.

2.4. No Public Health Problem (1994-1995)

The Amsterdam city administration had developed an aftercare plan, which was
aimed at all victims [12]. However, a growing number of victims and emergency
workers reported a range of health problems (see Section 3 below). People became
especially concerned when they heard about the depleted uranium. In March 1994,
local members of the Green Party announced that, according to sources in New
York, the plane had also been carrying ammunition. The Green Party also reported
that a firefighter, who had fallen seriously ill after the Bijlmer air crash, had been
instructed by his employer to refrain from commenting in public on his illness. In
the summer of 1994, it was reported that the missing kilograms of uranium had
found thei